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Abstract—A key design goal of erasure-coded storage clusters is to minimize reconstruction time, which in turn leads to high reliability

by reducing vulnerability window size. PULL-Rep and PULL-Sur are two existing reconstruction schemes based on PULL-type

transmission, where a rebuilding node initiates reconstruction by sending a set of read requests to surviving nodes to retrieve surviving

blocks. To eliminate the transmission bottleneck of replacement nodes in PULL-Rep and mitigate the extra overhead caused by non-

contiguous disk access in PULL-Sur, we incorporate PUSH-type transmissions to node reconstruction, where the reconstruction

procedure is divided into multiple tasks accomplished by surviving nodes in a pipelining manner. We also propose two PUSH-based

reconstruction schemes (i.e., PUSH-Rep and PUSH-Sur), which can not only exploit the I/O parallelism of PULL-Sur, but also maintain

sequential I/O accesses inherited from PULL-Rep. We build four reconstruction-time models to study the reconstruction process and

estimate the reconstruction time of the four schemes in large-scale storage clusters. We implement a proof-of-concept prototype where

the four reconstruction schemes are deployed and quantitatively evaluated. Experimental results show that the PUSH-based

reconstruction schemes outperform the PULL-based counterparts. In a real-world (9,6)RS-coded storage cluster, PUSH-Rep speeds

up the reconstruction time by a factor of 5.76 compared with PULL-Rep; PUSH-Sur accelerates the reconstruction by a factor of 1.85

relative to PULL-Sur.

Index Terms—Erasure-coded storage cluster, reconstruction, PULL-type transmission, PUSH-type transmission, TCP Incast

Ç

1 INTRODUCTION

1.1 Motivations

TRADITIONAL reconstruction techniques in storage clus-
ters advocate the pull model, where a master node

initiates reconstruction by sending requests to worker
nodes dedicated to the reconstruction process. The pas-
sive pull model inevitably encounters a transmission
bottleneck problem that lies in rebuilding nodes. In this
paper, we propose two PUSH-based reconstruction
schemes—PUSH-Rep and PUSH-Sur—to improve recon-
struction performance in a distributed storage cluster. At
the heart of this study is the proactive PUSH technique
that evenly distributes network and I/O loads among sur-
viving nodes to shorten reconstruction times.

The following three factors motivate us to propose the
PUSH-based reconstruction technique for erasure-coded
clustered storage.

� the high cost-effectiveness of erasure-coded storage,

� the severe impact of recovery time on reliability, and

� the deficiency of PULL-based reconstruction I/Os.
Motivation 1. Erasure-coded storage clusters have

increasingly become a cost-effective and fault-tolerant solu-
tion for archive storage [1], [2], data centers [3], [4], cloud
storage [5], [6], and the like. Especially, Reed-Solomon (RS)
codes [7], [8] are widely used in storage clusters to provide
high data reliability. For example, Windows Azure Storage
(WAS) adopts a variant of RS codes to implement a
four-fault-tolerant cluster system [9]. A detailed review
on the RS-coded distributed storage is provided in
Appendix A, which can be found on the Computer Society
Digital Library at http://doi.ieeecomputersociety.org/
10.1109/TPDS.2014.2311808.

Motivation 2. Ideally, erasure-coded storage clusters
should protect against data loss caused by node failures,
because high reliability is an indispensable requirement for
building large-scale storage systems. The mean-time-to-
data-loss or MTTDL of a r-fault-tolerant storage system is
inversely proportional to the rth power of recovery time of
a storage node [10]. Therefore, it is extremely important to
speed up the reconstruction process, which in turn can
improve system reliability by shrinking vulnerability win-
dow size [11], [12].

Motivation 3. The existing reconstruction schemes adopt a
PULL-transmission mode, where a rebuilding node initiates
the reconstruction by sending read requests to fetch/pull
surviving blocks. Such a PULL mode not only raises the
TCP Incast problem due to its synchronized many-to-one
traffic pattern [13], but also yields poor reconstruction per-
formance. When it comes to a reconstruction which relies
on replacement nodes [2], the network traffic of replacement
nodes contributes to an excessively long reconstruction
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time. The problem with the reconstruction among surviving
nodes [14] is that each surviving node bears extra seek time
owing to the non-contiguous disk access. This problem
makes the low write bandwidth become a major reconstruc-
tion performance bottleneck.

In this paper, we introduce a PUSH-type transmission to
speed up node-reconstruction performance. Our PUSH ena-
bles surviving nodes to accomplish reconstruction tasks in a
pipelining manner—Each surviving node combines its local
block with an intermediate block from another surviving
node to partially generate an intermediate block forwarded
to a subsequent node. Thus, PUSH can speed up the recon-
struction process by maximizing the utilization of both net-
work and I/O bandwidth of all the surviving nodes.

1.2 Contributions

The contributions of this study are summarized as follows:

� We introduce a PUSH-type transmission (PUSH for
short) in the field of node reconstruction. We pro-
pose two PUSH-based reconstruction schemes,
which exploit high I/O parallelism and sequential
I/ O access pattern. PUSH supports the one-to-one
traffic pattern, which naturally solve the Incast
problem.

� We develop four reconstruction-time models for the
proposed schemes. The models, which are validated
using a real storage system, are used to pinpoint per-
formance bottlenecks in the reconstruction process.

� We implement PUSH in a real-world erasure-coded
storage cluster, on which reconstruction processes
are systematically evaluated. Experimental results
show that the PUSH-based reconstruction schemes
outperform the PULL-based counterparts. Under the
(9, 6)RS-coded storage cluster, PUSH-Rep speeds up
the reconstruction time by a factor of 5.76 compared
with PULL-Rep; PUSH-Sur accelerates the recon-
struction by a factor of 1.85 relative to PULL-Sur.

1.3 Roadmap

The rest of the paper is organized as follows. Section 2 sur-
veys the related work of data reconstruction techniques.
The design of PUSH is detailed in Section 3. Section 4
presents the four reconstruction-time models. Section 5
describes the experimental settings and results. Section 6
discusses important applicability issues. Finally, a conclu-
sion is made in Section 7.

2 RELATED WORK

A vast majority of existing reconstruction techniques are
optimized for disk arrays or Redundant Array of Inexpen-
sive Disks (RAID). These reconstruction approaches can be
classified into four categories:

i) Maximizing recovery parallelism. SOR creates a
number of reconstruction processes associated with
strips [15]; DOR makes every surviving disks busy
with reconstruction reads at all time [16];

ii) Reducing interference between reconstruction and
user I/Os. WorkOut speeds up the recovery process

by outsourcing all write requests and popular read
requests to a surrogate RAID set [17];

iii) Optimizing decoding operations. Cassidy and
Hafner proposed a code-specific hybrid recon-
struction algorithm to reduce XOR operations and
improve decoding performance during recovery
[18];

iv) Minimizing the number of reads on surviving
disks. RDOR recovers a failed disk in a RDP-coded
RAID with the decreased number of disk reads
[19]; MICRO utilizes storage cache and RAID con-
troller cache to diminish the number of reconstruc-
tion I/Os [20].

Increasing attention has been paid to repairing solutions
in the arena of erasure-coded storage clusters. Representa-
tive reconstruction approaches tailored for clusters can be
divided into three groups:

i) Improving reconstruction I/O parallelism. HydraS-
tor makes all remaining nodes contribute to data
rebuilding (i.e., bulk rebuilding), which maximizes I/
O utilization [14]. The Per-file RAID offered by Pana-
sas allows a metadata manager to rebuild files in par-
allel [21].

ii) Reducing parity-group size. WAS divides data frag-
ments into multiple equal-sized groups and com-
putes one local parity for each group, thereby
reducing the number of surviving nodes needed to
reconstruct a failed data fragment [9];

iii) Minimizing the number of reconstruction I/Os. A
handful of Regenerating Codes designed to optimize
reconstruction I/O bandwidth include MSR/MBR
[22], MCR [23], and MBCR [24], to name just a few.

In summary, Regenerating Codes achieve repair optimi-
zation by designing a new linear coding scheme. Both
HydraStor and WAS adopt the pull-type transmission
pattern—a certain node (e.g., a replacement node, or a
surviving node acting as a rebuilding node) simulta-
neously issues multiple reconstruction read requests to
surviving nodes. In particular, k surviving blocks are
fetched to a different Extent Node (EN) performing as a
replacement node in WAS; k-1 surviving blocks are deliv-
ered to one surviving node in HydraStor. Different from
the existing PULL-based reconstruction schemes, our
PUSH technique aims to fully exploit both network and
I/O bandwidth to significantly speed up the recovery of
failed storage nodes.

3 PUSH RECONSTRUCTIONS

3.1 Preliminaries

In contrast to replication, erasure codes can provide equiv-
alent fault tolerance with significantly low storage over-
head, hence saving storage bandwidth [22]. We show how
to build a (kþr,k) RS-coded storage cluster. Since RS codes
are systematic in nature, source data {D1;D2; . . . ;Dk} are
embedded in encoded data {D1;D2; . . . ;Dk;P1;P2; . . . ;Pr}.
Fig. 1 illustrates that parity blocks {P1;P2; . . . ;Pr} are gen-
erated by multiplying k data blocks with the k � r redun-
dancy matrix. For simplicity, both data and parity blocks
are exclusively stored on the k þ r storage nodes, which
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are designated data nodes fDN1;DN2; . . . ;DNkg and parity
nodes PN1;PN2; . . . ;PNrf g.

Let us take a single-node failure in a (6, 4)RS-coded stor-
age cluster as an example. Without losing generality (i.e.,
thanks to the symmetry of RS coding), we assume data
node DN1 is faulty. According to the encoding algorithm of
RS codes, the parity blocks Prow;1 and Prow;2 at the rowth row
can be created from data blocks as

Prow;1 ¼ a1;1Drow;1 þ a1;2Drow;2 þ a1;3Drow;3 þ a1;4Drow;4 (1)

and,

Prow;2 ¼ a2;1Drow;1 þ a2;2Drow;2 þ a2;3Drow;3 þ a2;4Drow;4: (2)

The coefficient a1;i (i 2 [1,2,. . .,k]) is 1 in the Vander-
monde Reed-Solomon codes [8], [25]. Thus, we can derive
block Prow;1 from blocks Drow;1; . . . ;Drow;4 as:

Prow;1 ¼ Drow;1 þDrow;2 þDrow;3 þDrow;4: (3)

The MDS property of RS codes suggests that a failed
block can be recovered from any k surviving blocks. Thus,
we calculate blocks {Drow;1;Drowþ1;1; . . . ;Drowþ4;1} using
Eqs. {4, 5, . . ., 8}, respectively. For example, Eq. (4) indi-
cates that a replacement node can fetch four surviving
blocks {Prow;1;Drow;2;Drow;3;Drow;4} to regenerate the failed
block Drow;1. Note that Eq. (4) can be decomposed as fol-
lows:

I1 ¼ I0 + ð1=a1;1ÞProw;1; where I0 ¼ 0; (4.1)

I2 ¼ I1 + ð�a1;2=a1;1ÞDrow;2; (4.2)

I3 ¼ I2 + ð�a1;3=a1;1ÞDrow;3; (4.3)

Drow;1 ¼ I3 + ð�a1;4=a1;1ÞDrow;4: (4.4)

Since storage nodes offer sufficient computing capability
in addition to I/O services [2], [26], [27], nodes {PN1;
DN2;DN3} can compute the linear combinations using Eqs.
{4.1, 4.2, 4.3} and then forwards intermediate blocks
{I1; I2; I3} to nodes {DN2;DN3;DN4}, respectively. Thus, each
surviving node accomplishes a portion of the entire recon-
struction process, making it possible to evenly distribute
network and computing load caused by node reconstruc-
tion among the surviving nodes.

3.2 Two PULL-Based Reconstruction Approaches

Let us consider two existing reconstruction techniques that
rely on the pull mode, where a rebuilding node first issues
read requests to surviving nodes and then reconstructs a
failed block using the requested blocks.

The PULL-based reconstruction can be envisioned as a
master-worker computing model [21], in which a master
triggers a reconstruction procedure by sending a set of
read requests, then waits for the requests to be com-
pleted by workers. There are two classical reconstruction
approaches in real-world erasure-coded storage clusters:
i) a designated master (e.g., a replacement node) fetches
k surviving blocks and reconstructs a failed block [2], [9];
and ii) each surviving node plays the role of a master (i.
e., acting as a rebuilding node) and all surviving nodes
perform as workers, where write I/Os of rebuilt blocks
are spread out over all the surviving nodes [14], [21].
From the angle of message communication, this ‘Master-
Worker’ pattern belongs to the category of PULL-type
transmission. Throughout this paper, we refer to the
reconstruction scheme using replacement nodes as PULL-
Rep; we term the solution of distributing reconstruction
load among surviving nodes as PULL-Sur.

In the case of PULL-Rep, all reconstruction reads are
sequential requests that minimize disk seeking times;
rebuilt blocks are sequentially written to disks of replace-
ment nodes. Fig. 2a shows that k surviving blocks should
be delivered to a replacement node (e.g., RN1), which
becomes a network bottleneck that slows down the
entire reconstruction process. Furthermore, such a many-
to-one (‘M:1’) communication pattern may cause the
severe Incast problem (see Section 3.4 and Appendix B,
available online, for details).

α1,2 α1,k

×
D2

Dk

D1

=
P1
P2

Pr

Parity BlockData BlockTransposed Redundancy Matrix

α1,1
α2,2 α2,kα2,1

αr,2 αr,kαr,1

... ...

...

...

...

...

......

Fig. 1. Generating parity blocks in (kþr,k) Reed-Solomon codes.
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...Drow,2 ...
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......

......
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Fig. 2. Two PULL-mode-based Reconstruction Schemes. (a) PULL-Rep:
A replacement node fetches k surviving blocks and rebuilds the corre-
sponding failed block. (b) PULL-Sur: each surviving node fetches k� 1
surviving blocks and rebuilds the corresponding failed blocks. After the
entire reconstruction process is completed, all rebuilt blocks are
migrated to an new node.
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As shown in Fig. 2b, PULL-Sur allows each surviving
node to rebuild a subset of failed data. As a result, all the
surviving nodes accomplish the reconstruction in parallel.
The downside of PULL-Sur is that apart from serving one
read and one write, a surviving node must simultaneously
respond to k� 1 read requests from other surviving nodes.
The write ratio of PULL-Sur is 1/(kþ 1); I/O requests in
PULL-Sur are not sequential, which result in a low write
throughput. For example, our evidence (see Fig. 6) confirms
that the write throughput is less than 5.0 MBps under 14 per-
cent write ratio and 60 percent random distribution.

3.3 Two PUSH-Based Reconstruction Schemes

The goal of the PUSH technique for node reconstruction is
two-fold. First, PUSH aims to alleviate the reconstruction
performance bottleneck caused by a replacement node’s
network bandwidth in PULL-Rep. Second, PUSH also aims
to mitigate extra seeking times induced by the non-sequen-
tial disk accesses in PULL-Sur. In comparison to surviving
nodes that passively respond to reconstruction reads in
PULL, the surviving nodes in PUSH proactively participate
in the entire reconstruction process:

Drow;1 ¼ ðProw;1 � a1;2Drow;2 � a1;3Drow;3 � a1;4Drow;4Þ=a1;1;

(4)

Drowþ1;1 ¼ ða2;2Prowþ1;1 � Prowþ1;2 � ða2;2 � a2;3Þ
Drowþ1;3 � ða2;2 � a2;4ÞDrowþ1;4Þ=ða2;2 � a2;1Þ;

(5)

Drowþ2;1 ¼ ða2;3Prowþ2;1 � Prowþ2;2 � ða2;3 � a2;2Þ
Drowþ2;2 � ða2;3 � a2;4ÞDrowþ2;4Þ=ða2;3 � a2;1Þ;

(6)

Drowþ3;1 ¼ ða2;4Prowþ3;1 � Prowþ3;2 � ða2;4 � a2;2Þ
Drowþ3;2 � ða2;4 � a2;3ÞDrowþ3;3Þ=ða2;4 � a2;1Þ;

(7)

Drowþ4;1 ¼ ðProwþ4;2 � a2;2Drowþ4;2 � a2;3

Drowþ4;3 � a2;4Drowþ4;4Þ=a2;1:
(8)

We refer to the PUSH-based reconstruction using
replacement nodes as PUSH-Rep; we call the PUSH-based
scheme that distributes reconstruction load among surviv-
ing nodes as PUSH-Sur. In PUSH-Rep and PUSH-Sur, each
surviving node first combines a locally stored block with a
block received from another node to produce part of a final
block, and then delivers the resulting intermediate block to
a subsequent node (see Fig. 3). In doing so, all the surviv-
ing node can devote all their resources, including CPU
time, I/O capacity and network bandwidth, to the recon-
struction process. Conceptually, a surviving node is an
object-based storage device that can semi-independently
manipulate its stored data [28].

Fig. 4 illustrates the I/O processing of PUSH-Rep,
where all the nodes involved in the reconstruction pro-
cess form a reconstruction chain, (e.g., {SN1 ! SN2 ! � � � !
SNk ! RN1}). The ‘PUSH’ step in surviving node SNi

includes the following operations: (i) to read a surviving
block Si from a local disk; (ii) to receive an intermediate
block Ii�1 from another node; (iii) to compute a linear
combination of the multiple of Si with Ii�1, and (iv) to
deliver a resulting block (i.e., ai � Si þ Ii�1) to the subse-
quent node in the reconstruction chain.

PUSH involves multiple storage nodes (e.g., k surviving
nodes and a replacement node in PUSH-Rep). Only after
each node pushes local intermediate blocks to the node’s
corresponding destination can failed blocks be success-
fully reconstructed. So the operations of reading a local
block or receiving an intermediate block over network
may stall the reconstruction process. To address this per-
formance issue, we pre-allocates a memory region in each
surviving node to cache both local and intermediate blocks
(see Fig. 5a). Each block is associated with a tag indicating
the block’s status. If two blocks in a block pair (e.g., Srow;i
and Irow;i�1) are tagged with ‘1’, then the node will be trig-
gered to carry out a linear-combination computation. Fur-
thermore, each pre-allocated memory region should be
sufficiently large to maintain affluent reconstruction pro-
cesses and to achieve high I/O throughput (see Appendix
E, available online).

Each surviving node in PUSH-Sur should store final
rebuilt blocks to its local disk. In practice, a rebuilt block

DN2 DN3

Prow,1Drow,3 Prow,2 Prow,rDrow,k

Prow+1,1
Drow+1,3

Drow+1,1

Prow+1,2 Prow+1,rDrow+1,k

DNk PN1 PNr

Drow,1

DN1 PN2

...Drow,2 ...

... ...

DN1 DN2 DN3

Drow,kDrow,2 Prow,1 Prow,r

RN1

Drow,3

Drow+1,kDrow+1,2 Prow+1,1 Prow+1,rDrow+1,3

DNk PN1 PNr

Drow,1

......

......

Drow+1,1

Fig. 3. Two PUSH-mode-based Reconstruction Schemes. (a) PUSH-
Rep: A surviving node creates an intermediate block using a linear com-
bination based on what it owns and receives, sends the resulting inter-
mediate block to a subsequent node; (b) PUSH-Sur: This scheme is
similar to PUSH-Rep except that all the surviving nodes are concurrently
reconstructing blocks.

SNk SNk-1 ...

S1

RN1 SN2 SN1

S2Sk-1Sk

I0I1Ik-1Ik ...αk*Sk+Ik-1 αk-1*Sk-1+Ik-2 α2*S2+I1 α1*S1+I0 0

D1

I2

Fig. 4. The I/O procedure of PUSH-Rep. All the nodes involved in the
reconstruction form a reconstruction chain.
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is written to a separate spare space in the disk, leading to
small and non-sequential I/Os. To reduce seek times, we
also pre-allocate a memory region for writes (see Fig. 5b).
The RAM region is dedicated to collecting reconstruction
writes to form a large sequential write transferred onto
the disk when several contiguous rebuilt blocks are ready.

3.4 Incast in Reconstruction

Phanishayee et al. observed that the TCP-Incast problem is
caused by packet loss due to the ‘M:1’ communication and
insufficient buffer space allocated at an Ethernet switch
[13]. The switch buffers usually are overloaded by large
influx of messages delivered in the ‘M:1’ communication;
then dropped packets in turn trigger the TCP/IP retry
mechanism and the multiplicative decrease algorithm in TCP
will halve TCP/IP windows; finally, observed throughput
(a.k.a. Goodput) is substantially reduced.

Recall that the existing PULL-based reconstruction
schemes have the ‘M:1’ communication pattern. For exam-
ple, k blocks are simultaneously fetched from k surviving
nodes to a replacement node in PULL-Rep (see Fig. 2a).
Such an ‘M:1’ communication pattern can induce the TCP
Incast problem [13]. We carry out a set of PULL-Rep tests
where parameter k is varied from 1 to 18 (see Appendix
B, available online). The experimental results clearly
reveal that the Incast problem exists in the PULL-based
reconstruction schemes, in which a serious breakdown in
read bandwidth is emerging when the coding parameter k
increases.

Vasudevan et al. use high-resolution timers (e.g., to set
TCP Retransmission Timeout (RTO) to 200 ms) to mitigate
the adverse impact of the Incast problem in Ethernet-
based clusters in data centers [29], [30]. These fine-granu-
larity timeout approaches can alleviate the Incast effect,

however, they are incapable of eliminating the root cause
of the Incast problem. More importantly, thanks to the
‘1:1’ communication, our proposed PUSH-based recon-
struction schemes can obviate the occurrence of Incast.

4 RECONSTRUCTION MODELS

This section presents analytical reconstruction models to
predict performance of PUSH (i.e., PUSH-Rep, and PUSH-
Sur) as well as the existing counterparts (i.e., PULL-Rep,
PULL-Sur). The accuracy of all the four performance models
is validated against the results collected on a real-world
storage cluster.

Table 1 lists the notation used in the models.

4.1 Reconstruction Time

There are clear distinctions between recovery and recon-
struction from the standpoint of recovery stage (see
Appendix C, available online). In this study, we investigate
reconstruction schemes and evaluate their performance in
terms of reconstruction time. Due to the space limit, here
we only present four equations of reconstruction time for
the four schemes, and the derivation of reconstruction-
time equations is detailed in Appendix D, available online.

Reconstruction times TPULL�Rep, TPULL�Sur, TPUSH�Rep

and TPUSH�Sur can be expressed as Eqs. (9), (10), (11) and
(12), respectively,

TPULL�Rep ¼
Xk
i=1

trecv Srow;i

 !
� Snode
Sblock

; (9)

TPULL�Sur ¼ max
kþr�2

i¼0

�
twrite Drowþi;col

�� Snode
ðkþr�1ÞSblock; (10)

TPUSH�Rep ¼ max
k

i¼1
ftrecv Irow;i ; tread Srow;ig �

Snode
Sblock

; (11)

Surviving Block (Srow+1,1) 
Intermediate Block (Irow+1,0)

...

Blocks

1
0
1
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...

(a) Memory Region for Reads

1

...
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Fig. 5. PUSH’s RAM Regions, where a tag indicates the status of a
block. (a) A memory region for reads is used to cache both local surviv-
ing blocks and intermediate blocks; (b) A memory region for writes is
applied to collect rebuilt blocks that are then stored to a disk.
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TPUSH-Sur ¼ max
Xk�1

i¼1

trecv Irow;i ;twrite Drow;col

( )
� Snode

ðkþr�1ÞSblock:

(12)

4.2 Model Validation

We validate the above reconstruction models by comparing
reconstruction times obtained from the models with experi-
mental data collected on a real-world storage cluster.

4.2.1 Write Throughput

To evaluate the impact of percent of random distribution on
the write throughput, we run IOMeter [31] on HDD disks
deployed in a tested storage cluster (see details of the exper-
imental environment in Section 5.1). Recall that the write
ratio is 1/(kþ1) in PULL-Sur, we set the write ratio to be 14,
10, and 8 percent using parameter k of 6, 9, and 12, respec-
tively. We draw two observations from Fig. 6. First, the
write throughput is very low in the case of non-sequential
accesses; therefore, the dominating factor of PULL-Sur’s
reconstruction time is write throughput rather than the sur-
viving-block-receiving bandwidth. Note that, the network
bandwidth available to receive k�1 surviving blocks ranges
from 700 to 900 Mbps. Second, the percent of random distri-
bution has a significant impact on the write throughput,
indicating that improving PULL-Sur’s write throughput can
be achieved by batching small non-sequential writes into
large sequential ones.

4.2.2 Reconstruction Time

Let R<PULL-Rep;PUSH-Rep> be a ratio between the reconstruc-
tion times of PULL-Rep and PUSH-Rep. We can derive
R<PULL-Rep;PUSH-Rep> from Eqs. (9) and (11) as:

R<PULL-Rep;PUSH-Rep> ¼
Pk

i¼1 trecv Srow;i

maxki¼1ftrecv Irow;i ; tread Srow;ig
: (13)

With the pre-allocated RAM region in place, each sur-
viving node enjoys a sequential read pattern to fetch sur-
viving blocks. The read throughput is larger than the
receiving bandwidth (120 versus 800 Mbps), so the ratio
R<PULL-Rep;PUSH-Rep> is approximated as k.

Each surviving node simultaneously responds to k� 1
reconstruction reads, one local read and one local write in
PULL-Sur, thereby resulting in a random I/O access. When
k is set to 6, a large number of (e.g., 80 percent) I/O accesses
in a surviving node are random; when k is large (e.g., 9 and
12), the random percent increases (e.g., 90 percent).
Although PUSH-Sur reduces the percentage of random

accesses, a small number of (e.g., 10 percent) I/Os are not
sequential. This is because rebuilt blocks should be written
to a separate free disk space. Therefore, reconstruction-
time ratio R<PULL-Sur;PUSH-Sur> between PULL-Sur and
PUSH-Sur is approximately 1.74, 2.24, and 2.41 when k is 6,
9, and 12 using the experimental data in Fig. 6, respectively.

Fig. 7 shows the reconstruction time derived from our
models (i.e., Eqs. (9), (10), (11), (12)) and the experimental
results obtained from the implemented prototypes on a stor-
age cluster (see Fig. 8). It is observed that the difference
between the theoretical ratios and experimental counter-
parts is very small (�8 percent). The model validation con-
firms that the proposed performance models can accurately
predict the reconstruction times spent in rebuilding failed
nodes in erasure-coded storage clusters.

4.3 Model Applicability

The models described and validated in this section can be
applied in the following four scenarios. First, the models
allow us to quantify the reconstruction times of the PULL-
Rep, PULL-Sur, PUSH-Rep, and PUSH-Sur schemes,
respectively. It is usually intractable to leverage prototypes
to evaluate multiple reconstruction schemes on large-scale
storage clusters. The models can be applied to estimate
reconstruction times of erasure-coded clusters where fault-
tolerance parameters ‘k’ and ‘r’ are large.

Second, the models offer insightful design guidelines for
reconstruction schemes. Let us consider PUSH-Sur as an
example. The model suggests that a large number r of parity
nodes shortens the reconstruction time (see Eq. (12)). When
the parameter r goes up, an increasing number of available
nodes can participate in the reconstruction process to collab-
oratively reduce reconstruction time. On the other hand,
increasing number of parity nodes leads to high building
cost of a cluster without increasing storage spaces. There-
fore, there exists a tradeoff between performance gain and
cost of storage clusters.

Third, the models are used to pinpoint potential perfor-
mance problems. Let us take the heterogeneity issue as an
example (see also Section 6—Further Discussions). Among
a group of heterogeneous surviving nodes, a node with
poor I/O performance may become the bottleneck in PULL-
Sur due to increased writing time twrite Drow;col

.
Last, the models confirm that a large value of parameter k

has a negative impact on reconstruction times. The recon-
struction bandwidth of PULL-Rep usually is a function of
network bandwidth and parameter k. A large number k of
data nodes can lead to a long reconstruction time. Therefore,
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some existing erasure-coded storage (e.g., WAS [9]) are
inclined to reduce the parity group size.

5 PERFORMANCE EVALUATION

We implement the proposed PUSH-based reconstruction
schemes along with the two alternatives (i.e., PULL-Rep
and PULL-Sur) in a real-world storage cluster. We conduct
a wide range of experiments to quantitatively compare the
reconstruction performance of the four solutions.

5.1 Experimental Setup

Our testbed is an RS-coded storage cluster that consists
of 18 commodity-based storage nodes and a master node
(i.e., server). All the nodes are connected through a Cisco
GibE switch. Each storage node contains an Intel(R) E5800
@ 3.2 GHz CPU, 2,GB DDR3 memory, and an integrated
Gigabit Ethernet interface. All the disks installed in
the nodes are West Digital’s Enterprise WD1003FBYX
SATA2.0 disks. The operating systems running in the stor-
age nodes is Ubuntu 10.04 X86 64 (Kernel 2.6.32); the
operation system installed in the storage server is Fedora
12 X86_64 (Kernel 2.6.32). The master node is equipped
with two Xeon(R) X5650 @2.80 GHz (four cores) CPUs,
12 GB DDR3 memory, and the Intel X58 Chipset Main-
board, and serves as a replacement node in the case of
TCP Incast test (see Appendix B, available online). All the
storage nodes play the role of rebuilding nodes and sur-
viving nodes in the tests of PULL-Rep, PULL-Sur, PUSH-
Rep, and PUSH-Sur.

5.2 Evaluation Methodology

Evidence shows that a configuration of ‘r¼ 3’ achieves a suf-
ficiently large MTTDL for archival storage systems [2].
Moreover, code parameter ‘r � 3’ is a common setting in
production storage systems, e.g., ‘r¼ 3’ in the Google’s new
GFS [32] and ‘r¼ 4’ in Microsoft’s WAS [9]. We adopt ‘r¼ 3’
and ‘r¼ 4’ in our experiments to resemble real-world stor-
age cluster systems. Since a single-node failure is the most
common case, we mainly focus on the scenario of single-
node reconstruction.

The amount of data stored on each storage node is set to
10 GBytes, which is sufficiently large to evaluate the recon-
struction times of the tested solutions. We set the size of
pre-allocated memory region for reads to 256 MBytes. The
reconstruction performance is measured in terms of the
completion time spent in reconstructing 10 GB data. Each
experiment is repeatedly conducted five times; then the
average reconstruction time is calculated.

In both PULL-Sur and PUSH-Sur, each surviving node
performs as a rebuilding node that writes rebuilt blocks to
its local disk. For the sake of simplicity, we let each surviv-
ing node equally rebuild 10 GB/(kþr�1) data. The longest
reconstruction time among the kþr�1 nodes is a metric of
the reconstruction performance. To make a fair comparison
between PULL-Sur and PUSH-Sur, we pre-allocate two
memory regions (i.e., one for reads and another for writes)
in each surviving node for PULL-Sur.

Both PUSH-Rep and PUSH-Sur compute a linear combi-
nation of a set of data blocks using the finite field arithmetic
from Jerasure [33].

To investigate PUSH-type transmissions, we compare the
PUSH-based reconstruction schemes with the PULL-based
reconstruction schemes that eliminate the adverse impact of
Incast. Hence, we set parameter RTO to be 200 ms in both
the PULL-Rep and PULL-Sur schemes.

5.3 Experimental Results

The reconstruction performance is affected by several
important factors, including the number k of data nodes, the
redundancy r of erasure codes, the number f of failed nodes,
and the request unit size (SRU).

5.3.1 k—Number of Data Nodes

In (k+r,k)RS-coded storage, k surviving blocks are loaded to
reconstruct a failed block. We evaluate the impacts of the
number k of surviving blocks on reconstruction perfor-
mance by setting the value of k to 6, 9, and 12, respectively.
Fig. 8 plots the reconstruction times of the four schemes
when parameters SRU, r, and f are set to 128 KB, 3, and 1,
respectively.

It is observed that with the increasing value of k, PULL-
Rep achieves poorer reconstruction performance (see the
first three bars in Fig. 8). The reason lies in the fact that, in
PULL-Rep, a large k value makes an excessive number of
surviving blocks loaded to rebuild a failed block, which in
turn causes a long receiving time experienced by the
replacement node. PUSH-Rep is sightly sensitive to parame-
ter k, because k surviving nodes constitute a reconstruction
pipeline and all the surviving nodes receive equal amount
of data regardless of the k value.

PULL-Sur exhibits long reconstruction time when
parameter k is large, because the percent of random distri-
bution increases along with the increasing value of k. On the
contrary, the reconstruction time of PUSH-Sur decreases
when the data node number k increases, thanks to the fact
that the number of blocks rebuilt by one surviving node
reduces (see the second item in Eq. 10).

Fig. 8 shows that PUSH-Rep can speed up the reconstruc-
tion process of PULL-Rep by a factor of 5.76, 8.37, and 11.14
when k is set to 6, 9, and 12, respectively. Compared with
PULL-Sur, PUSH-Sur accelerates the reconstruction by a
factor of 1.85, 2.29, and 2.53 when k equals to 6, 9, and 12,
respectively. The reason why the reconstruction time of
PULL-Sur is larger than that of PUSH-Sur is that a surviving
node has a slim chance of performing sequential I/Os in
PULL-Sur. Although a surviving node can prefetch multiple
contiguous blocks to its RAM region to boost read perfor-
mance, such a prefetching mechanism is unable to guaran-
tee sequential reads in PULL-Sur due to the fact that this
surviving node must passively serve read requests from k-1
other surviving nodes while the requested surviving blocks
are residing on different disk regions. However, in PUSH-
Sur, each surviving node can sequentially read blocks to its
local RAM region for reads, thereby minimizing random
read I/O load.

5.3.2 r—Redundancy of Erasure Codes

In this group of experiments, we examine the sensitivity of
the four reconstruction schemes to the redundancy r of era-
sure codes. We conduct the experiments on the storage
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cluster where the request size is 128 KB and the number of
data nodes is 6.

Fig. 9 reveals that the parameter r almost has no impact
on the reconstruction time of PULL-Rep, because exact k of
kþ r� 1 surviving nodes are involved in the reconstruction.

Not surprisingly, the reconstruction time of PULL-Sur
and PUSH-Sur decreases when the redundancy r goes up.
This is because a larger r value indicates more surviving
nodes contributing to the reconstruction process, which
enjoys high parallelism in reconstruction I/Os. For example,
in the PULL-Sur case, the theoretical reconstruction-time
ratio R< r1;r2> between ‘r ¼ r1’ and ‘r ¼ r2’ approximates
ðkþ r2 � 1Þ=ðkþ r1 � 1Þ according to Eq. (10). R< r1;r2>

equals to 1.125 when k ¼ 6; r1 ¼ 3, and r2 ¼ 4, which is close
to the ratio obtained from the experimental results (i.e.,
1.105 for PULL-Sur, and 1.109 for PUSH-Sur). The above
analysis confirms the correctness of Eqs. (10) and (12).

5.3.3 f – Number of Failed Nodes

In the f-node failure case, there are kþ r nodes involved in
the reconstruction for both PULL-Rep and PUSH-Rep.
These nodes include f replacement nodes and kþ r� f sur-
viving nodes. As to both PULL-Sur and PUSH-Sur,
kþ r� f nodes are involved in the reconstruction.

To examine the impact of number of node failures on the
reconstruction performance, we carry out two-node recon-
struction experiments on the (9, 6) RS-coded storage cluster
when the request size is 128 KB. Note that the results of sin-
gle-node reconstruction are reported in Section 5.3.1.

We draw three observations from Fig. 10. First, the recon-
struction time of PULL-Rep is not very sensitive to the num-
ber f of failed nodes (see the first two bars on the left of
Fig. 10). The reason is two-fold: i) the replacement node’s

reception bandwidth dominates the reconstruction times,
and ii) each replacement node receives the same amount of
surviving data, i.e., k� 10GB.

Second, compared with the single-node reconstruction,
the reconstruction times of PULL-Sur and PUSH-Sur
increase by a factor of around 1.4 in the case of double-node
reconstruction. Now we explain why the factor is 1.4�
rather than 2.0�.

The reconstruction time TPULL-Sur f for PULL-Sur under
f-node failure can be derived from Eq. (10) as below:

TPULL-Sur f ¼ max
kþr�f�1

i¼0
ftwrite Drowþi;col

g � f�Snode
ðkþr�fÞSblock: (14)

Parameter twrite Drowþi;col
varies under different number

of node failures, because the write ratio of each surviv-
ing node is f=ðkþ fÞ. Note that in addition to one read
and f writes, each surviving node should simultaneously
respond to k� 1 reconstruction reads from other surviv-
ing nodes. A large write ratio implies high write
throughput thus small write latency. Eq. (14) shows that
the reconstruction time TPULL-Sur f is not directly propor-
tional to the number f of failures.

Third, the reconstruction time of PUSH-Rep in the two-
node-reconstruction case doubles that of the one-node-
reconstruction case. This reconstruction trend is reasonable,
because i) the receiving phase of each surviving node domi-
nates the reconstruction time, and ii) each surviving node
should receive two intermediate blocks during two-node
reconstruction process.

5.3.4 SRU—Size of Request Unit

To examine the impact of the request unit size or SRU, we
conduct experiments on the (9, 6) erasure-coded storage
cluster where SRU is set to 64, 128, 256, 512, 1,024, and
2,048 KB, respectively.

Fig. 11 shows that both PULL-Rep and PUSH-Rep are not
sensitive to SRU, because it is the receiving phase rather than
disk I/Os dominates the overhead of reconstruction process.

We observe that PULL-Sur and PUSH-Sur perform
poorly when the size of request unit is small. The perfor-
mance improvement of PUSH-Sur over PULL-Sur becomes
more pronounced when SRU is small. For example, the
reconstruction-time ratio R<PULL-Sur;PUSH-Sur> between
PULL-Sur and PUSH-Sur is 2.64, 1.85, and 1.38 when SRU
is 64, 128, and 256 KB, respectively. Such a performance
trend is attributed to the fact that the room for sequential
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bandwidth improvement becomes small when SRU is
large, and the chance of improving performance through
an increased SRU in PUSH-Sur is smaller than that in
PULL-Sur. On the other hand, when the size of SRU is
larger than 256 KB, the reconstruction times of PULL-Sur
and PUSH-Sur are insensitive to SRU, because both PULL-
Sur and PUSH-Sur are unable to gain further benefit from
saturated disk I/O bandwidth when the SRU size reaches a
specific value. Furthermore, regardless of the SRU size,
PUSH-Sur is constantly superior to PULL-Sur because each
surviving node in PULL-Sur passively responds to k� 1
reads from other surviving nodes, thereby suffering from
non-sequential reads.

5.4 A Summary of Observations

Important observations drawn from Figs. 8, 9, 10 and 11 are
summarized as follows.

� Among the four performance factors (i.e., k, r, f, and
SRU), only the number k of data nodes and the
number f of failed nodes make significant impacts
on the reconstruction performance of PULL-Rep
and PUSH-Rep, respectively;

� both PULL-Sur and PUSH-Sur are substantially
affected by the size of request unit, which agrees
with the fact that disk writes dominate the overhead
of reconstruction for the reconstruction among sur-
viving nodes; and

� the two PUSH-based schemes outperform both
PULL-based counterparts in terms of reconstruction
time regardless of the parameters k, r, f, and SRU.

6 FURTHER DISCUSSIONS

Eqs. (4) � (8) show the way of regenerating failed blocks
when the number k of data nodes and the number r of parity
nodes is four and two, respectively. In fact, each failed block
can be reconstructed by computing a certain linear combi-
nation when parameters k, r are arbitrary.

This paper evaluates both PUSH-Rep and PUSH-Sur
schemes under both single- and double-node reconstruction
scenarios. We show evidence that PUSH can be employed
to address the issue of any multiple node failure. For exam-
ple, let us consider a triple-node reconstruction handled by
PUSH-Sur. Each surviving node generates three intermedi-
ate blocks using its local block and the received block with
three different coefficients, and forwards the three resulting
blocks to a subsequent surviving node.

Our reconstruction performance models suggest that
there is a demand to address the heterogeneity issue (see
Section 4.3), where surviving nodes may have various I/O
performance. In a heterogeneous storage cluster, a surviv-
ing node with low I/O throughput inevitably slows down
the entire reconstruction process. To remedy such a defi-
ciency, we intend to incorporate a load balancing strategy
into PUSH, where the slow surviving node joins a limited
number of reconstruction chains. A challenge that awaits
us is to determine the appropriate number of reconstruc-
tion chains for each surviving node to join according to its
available I/O bandwidth.

Our proposed PUSH-based schemes outperform the
PULL-based ones under the non-Incast environments. It
is not a surprise that in the TCP Incast case (e.g., RTO ¼
200 ms) both PUSH-Rep and PUSH-Sur achieve higher
reconstruction speedup over the PULL-based solutions
because of the ‘1:1’ traffic pattern.

7 CONCLUSION AND FUTURE WORK

Existing PULL-based reconstruction techniques (e.g., PULL-
Rep and PULL-Sur) have two major drawbacks—the net-
work capacity of replacement nodes and disk writes of
rebuilding nodes dominate the reconstruction time in PULL-
Rep and PULL-Sur, respectively. To address these issues, we
proposed the PUSH approach, in which a PUSH-type trans-
mission is incorporated into node reconstruction. We devel-
oped two PUSH-based reconstruction schemes (i.e., PUSH-
Rep and PUSH-Sur). Compared to the PULL-based counter-
parts where surviving blocks are transferred in a synchro-
nized ‘M:1’ traffic pattern, our PUSH-based reconstruction
solutions support the ‘1:1’ pattern, which naturally solves
the Incast problem. We built performance models to investi-
gate the reconstruction times of our PUSH-based schemes
applied in large-scale storage clusters. We extensively evalu-
ated the four schemes on a real-world cluster. Our empirical
results show that the PUSH-based reconstruction schemes
outperform the PULL-based ones. On the (9, 6)RS-coded
storage cluster, PUSH-Rep speeds up the reconstruction
time by a factor of 5.76 over PULL-Rep; PUSH-Sur acceler-
ates the reconstruction of PULL-Sur by a factor of 1.85.

Nowadays a grand challenge for storage clusters is effi-
ciently migrating data replicas to create an erasure-coded
archive [34]. To take this challenge, we are going to integrate
the PUSH-type transmission into the archival migration in
erasure-coded storage clusters.Moreover, since PUSH-based
reconstruction schemes are sensitive to slow nodes, we plan
to extend the PUSH-based reconstruction schemes for het-
erogeneous erasure-coded storage clusters by taking into
account both load and heterogeneity of surviving nodes.
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