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Abstract—This paper addresses an issue of erasure-coded data archival, where (k + r, k) erasure codes are employed to archive rarely
accessed replicas. The traditional synchronous encoding process neither leverages the existence of replicas, nor handles encoding
operations in a decentralized manner. To overcome these drawbacks, we exploit pipelined encoding processes to boost the data archival
performance on storage clusters. First, we propose two data layouts called [D + P]_, and [3X]_; by applying a chained-declustering

mechanism to both Mirrored RAID-5 and triplication redundancy groups. Second, in light of the [D + P|

and [3X] , layouts, we design

cd

two archiving schemes named DP and 3X, which exhibit the following three salient features: (i) exploiting data locality—two or three
local blocks are read by each involved node for encoding; (ii) decentralized computation load—encoding operations are distributed
among knodes; and (iii) parallel archival processing—two or three encoding pipelines are simultaneously deployed to generate parity
blocks. We implement both the DP and 3X schemes and three existing solutions (i.e., SynE, DE, and RapidRAID) in a real-world storage
cluster. Experimental results show that our archival schemes outperform the other three solutions in terms of archiving time by a factor of
atleast 3.41 in a nine-node storage cluster. The experiments strongly indicate that the performance bottleneck of SynE lies in its
block-receiving stage; it is disk I/O rather than network traffic that dominates archiving time for both the DE and RapidRAID schemes.

Index Terms—Erasure-coded storage cluster, data archival, pipelined encoding, power efficiency

1 INTRODUCTION

ATA redundancy achieves high reliability by either rep-
licating data blocks or storing additional information
(e.g., parity blocks generated by erasure codes). The 3X-
replica redundancy is employed by distributed storage
systems (e.g., GFS [1] and HDFS [2], and Amazon S3 [3]) to
keep data durable. Compared to data replication, erasure
codes provide equivalent fault-tolerance with significantly
small storage overhead [4]. Most of the data are accessed
within a short duration of the data’s lifetime. For example,
over 90 percent of accesses in a Yahoo! M45 Hadoop cluster
occur within the first day after data creation [5]; therefore, it
is economically friendly to archive data replicas using era-
sure codes. Nowadays, some real-world storage systems
(e.g., WAS [6], GFS 11 [7]) adopt a hybrid redundancy strat-
egy, where a replication strategy is applied to newly created
data, while erasure codes are used to archive the same data
once its access frequency decreases.
With Synchronous Encoding (or SynE for short) [5], parity
blocks are generated using classical erasure codes. If a (k + 7,
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k) erasure code is used, an encoding node retrieves k different
blocks from existing data replicas; then the node computes
and delivers the resulting r parity blocks to r other different
nodes. The traffic incurred by parity generation and parity
migration is k blocks and r blocks, respectively. The parity
generation traffic could be reduced to k —1 blocks if the
encoding operation is conducted by a node storing data repli-
cas. Such a centralized encoding process makes the encoding
node become a performance bottleneck of data archival.

Apart from SynE, two families of new erasure codes (i.e.,
DE [8] and RapidRAID [9]) were proposed to address
the issue of erasure-coded data archival. Both DE and
RapidRAID accomplish the parity generation through a
decentralized encoding process. The downside of DE and
RapidRAID is that each involved encoding node has to ser-
vice both read and write requests, thereby decreasing write
bandwidth due to bandwidth competition between reads
and writes. The degraded write bandwidth inevitably dete-
riorates archival performance.

The overarching goal of this study is to speed up the
archival process by leveraging the locality of replicas during
the encoding procedure. To achieve this goal, we focus on a
data layout strategy that places newly created data; we
show how such a layout allows data archival to capture the
following two features: (1) to accomplish data archival in a
pipelined manner—distributing encoding processes among
multiple nodes to form an encoding pipeline, which allevi-
ates the performance bottleneck in centralized encoding;
and (2) to increase archival parallelism—allowing all the
nodes to form two or more encoding pipelines, which speed
up the archival performance.

We propose two data layouts—[D + P] ; and [3X] ,—by
applying the chained-declustering (CD) mechanism to the
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Fig. 1. The chained-declustering mechanism is applied to two redun-
dancy groups—errored RAID-5 and Tr|p||cat|on—to yield two layouts,
i.e., [D+P], (see Section 2.1) and [3X] , (see Section 2.2). The pipe-
Ilned encoding strategy is |ncorporated into the two layouts to design two
archival schemes, i.e., DP (see Section 3.1) and 3X (see Section 3.2).

data organized in Mirrored RAID-5 and triplication forms,
respectively. Two erasure-coded archival schemes called
DP and 3X are designed by applying the [D + P], and
[3X],, data layouts, respectively. Fig. 1 outlines the relation-
ship between the two layouts and the two archival schemes
implemented in light of pipelined encoding strategy.

SynE deploys a centralized encoding process, which is
likely to deteriorate encoding performance. Different from
SynE, the DP and 3X schemes distribute encoding opera-
tions among multiple nodes. Unlike DE and RapidRAID
schemes that suffer from bandwidth competition that slows
down archival process, DP and 3X judiciously maximize
disk bandwidth by making each node respond to either
reads or writes. The archival performance of DP and 3X is
dominated by network I/Os.

The contributions of this study are summarized as
follows:

e We introduce the chained-declustering mechanism
to both Mirrored RAID-5 and triplication redun-
dancy groups to reach two new data layouts
[D + P, and [3X],,, respectively. Both data layouts
not only have potential in power efficiency, but also
allow a subset of involved nodes to constitute an
encoding pipeline.

e We develop two archival schemes (i.e., DP and 3X),
which respectively apply the [D+ P]., and [3X],
data layouts to improve performance. Both archival
schemes exploit data locality of local replicas while
decentralizing the encoding process. Additionally,
all the nodes in DP and 3X collaborate to form multi-
ple (e.g., two or three) encoding pipelines to facilitate
archival parallelism.

e We implement the DP and 3X schemes as well as
three existing approaches (i.e., SynE, DE, and
RapidRAID) in a real-world storage cluster. Our
experiments show that the proposed archival
schemes outperform the other three solutions by a
factor of up to 3.41 in a nine-node storage cluster.
Interestingly, our findings reveal that the perfor-
mance bottleneck of SynE lies in its block-receiving
stage; it is disk I/Os that dominate the archival per-
formance in the DE and RapidRAID schemes rather
than network I/Os.

The rest of the paper is organized as follows. In Section 2

we present two chained-declustering-based layouts,
namely, [D + P]_, and [3X],,. Section 3 details our pipelined
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TABLE 1
Layout of [D + P] 4
Node: N1 N2 ]Vg s Nk Nk+1
Primary: d1 d2 dg s dk P1
Replica: p1 dy ds dk—q di

archival schemes—DP and 3X. Section 4 provides the com-
parative analysis of the five archival schemes. We describe
the experiments in Section 5. Sections 6 and 7 discuss
related work and applicability issues, respectively. Finally,
we conclude this paper in Section 8.

2 CHAINED-DECLUSTERING-BASED LAYOUTS

Prior studies (e.g., chained declustering [10], group rota-
tional declustering [11], and shifted declustering [12]) sug-
gest that a declustering strategy is able to improve 1/O
parallelisms for replication-based storage. CD is a simple
yet efficient policy (i.e., it simply shifts each row of data
units in a circular fashion); we introduce CD to Mirrored
RAID-5 and triplication to leverage data locality for efficient
data archival.

2.1 Applying the CD Mechanism to Mirrored RAID-5
Compared to triplication, ‘Mirrored RAID-5" [13], ‘Mirror+P’
[14], and ‘RAID 5+Mirror’ [15] provide better tradeoffs
between system availability and storage efficiency. We
advocate Mirrored RAID-5 in the context of storage clusters;

therefore, let us describe a chained-declustering-based
‘Mirrored RAID-5" layout called [D + P]_,.

2.1.1 Layout of [D+P].4

As depicted in Table 1, the [D + P], layout makes &k + 1
blocks {d;,ds,...,dx,pi} be dispersed among k+ 1 nodes
{N1, Ny, ..., Np1} in a chained-declustering manner, with
pi=di @ds @ - @ di. All the £+ 1 nodes are conceptually
organized in a chain, in which a primary block and its rep-
lica are placed in adjacent nodes.

The placement of replicas is critical to data reliability; the
rack-aware replica placement policy in HDFS is a good
example [16]. With the rack-aware replica placement policy
in place, one replica is stored on one node in a local rack,
another replica is placed on a node in a remote rack, and the
last one is on a separate node in the same remote rack.
When it comes to layout [D + P]_,, at most two nodes out of
a node chain are placed in the same rack; this policy does
not compromise data accessibility even in the presence of
failures of two nodes or an entire rack.

2.1.2 Supporting Double-Fault Tolerance

We consider a generic chained-declustering layout (see
Table 2), in which the ith primary block bf is placed on
node N;, and its replica b is placed on the next node
N(i+lm0dn) .

Definition 1. Let us consider a block collection b= {by,
ba, ... by}, where b; = {b! b7}, 1 < i < n.If primary block b
survives, then the step function s(bf) returns 1; otherwise,
s(b) returns 0. Similarly, the step function s(b) returns 1 if
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TABLE 2 TABLE 3
An n-Node Chained Declustering Ring A 7-Node [D+P]_, with Four Failures
Node: N1 NQ N,j N,,,,l N,,, Node: N1 N2 NJ N4 N5 Nﬁ N7
Primary: by by b} e bP bP Prim?ry — ds — dy — dg —
Replica: b! b bt b, b’ , Replica — dy — ds — ds  —

replica block bl survives; otherwise, s(bl) returns 0. The survive
function s(b;) can be derived from s(b') and s(bl) as Eq. (1):
s(bi) =s(bl) [ s(b}) ie€{1,2,...,n}. (1)

Let num(b) be the number of essential surviving blocks in
collection b. num(b) is expressed as Eq. (2):

num(b) = s(by) + s(bg) + - - + s(by). (2)

Lemma 1. There exist at least n — 1 essential surviving blocks
(i.e., num(b) > n — 1) when two nodes fail.

Proof. If two adjacent nodes N; and N, fail, then n — 1 dif-
ferent blocks {b{, by, ..., b, bl ;, bl,,, ..., bP} survive.
Thus, we have ‘num(b) = n—1". On the other hand, if two
failed nodes N; and N, are non-adjacent, then n differ-
ent blocks {b}, b}, ..., bl |, b, bP |, bl ,, bY 4, ..., b} sur-
vive. Therefore, equation ‘num(b) = n’ also holds. This
concludes the proof of Lemma 1. ]

Lemma 1 suggests that there are at least k essential
surviving blocks for [D +P], in the double-node-failure
case. In other words, layout [D + P]_; can tolerate double
node failures.

2.1.3 Achieving Power Efficiency

As to fault-tolerant storage systems, redundant devices
are logically envisioned as erased ones that can be deac-
tivated to conserve energy [17], [18]. Layout [D+P]_,
offers double-node-fault tolerance, thereby allowing two
nodes to be placed into low-power mode to reduce
energy consumption and the rest of the nodes to be
active to respond to user I/O requests.

We introduce two access policies to avoid unnecessary
power-state transitions in the offline nodes.

o Read policy. Reads in the energy-saving mode are han-
dled as below: (1) If a requested data block is residing
on an active node, then the read request is directly
serviced, and no extra computation overhead occurs;
(2) otherwise, k essential blocks are retrieved from the
active nodes, followed by calculation of the requested
data block from the k blocks. In the latter case, the
requested data block and its replica are residing on
two adjacent offline nodes, and parity block p; exists
in the k retrieved essential blocks.

o Write policy. In archival storage systems, it is critical to
address the issue of writing newly created data blocks
rather than updating existing ones. Data writes in the
energy-efficient mode are processed as follows. A
replica of new data blocks are stored to the remaining
active nodes according to the [D + P|_, layout. When

cd

the inactive nodes are activated, a replica of each new
data block is written to the activated nodes; in addi-
tion, two copies of the corresponding parity block are
placed to the activated nodes.

2.1.4 Analysis of Fault Tolerance

As mentioned in Section 2.1.2, layout [D + P|_; can tolerate
double node failures. Furthermore, [D + P]_, can tolerate
[(k+1)/2] failures as long as surviving nodes are not adja-
cent (see, for example, Table 3). [(k+ 1)/2]-fault-toler-
ance—the best case for the [D + P]_, layout—can be applied
to optimize power efficiency. This is because [(k+ 1)/2]
nodes can be placed into the low-power mode.

It is worth noting that the [D + P] , layout cannot always
tolerate [(k+ 1)/2] node failures, because the positions of
node failures are unpredictable. It is of necessity to consider
how to handle node failures when [(k + 1)/2] nodes stay in
the inactive /low-power mode. A basic principle is to power
up a certain number of inactive nodes. Let us consider a
straightforward approach given as follows. When an active
node (e.g., N> in Table 3) fails, one can simply activate two
inactive nodes (e.g., N; and N3 in Table 3) adjacent to the
failed one. This is because that a primary block and its rep-
lica are placed in adjacent nodes. In this case, the two acti-
vated nodes can be used to recover the failed node while
responding to user I/O requests.

The aforementioned approach still takes effect in the
double-node-failure case. Of course, it does not make sense
to achieve power efficiency at the cost of data loss. There-
fore, a node-reconstruction process should be immediately
triggered once two nodes concurrently fail.

2.2 Applying the CD Mechanism to Triplication

In this section, we describe a data layout called [3X]_,,
where the chained-declustering mechanism is applied to
triplication—the de facto redundancy scheme widely
employed by production storage systems.

Table 4 illustrates the layout of [3X] , for k data blocks
{di,ds,...,ds}, where all k nodes {Ny, Ns,..., N} are con-
ceptually organized in a chain; a primary block and its two
replicas are placed in any three adjacent nodes in the chain.

As to any data block d; (for,i € {1,2,...,k}), at least one
out of three copies of block d; survives in the presence of

TABLE 4
Layout of [3X] 4
Node: N1 NQ N3 Nk,1 Nk
Primary: d1 d2 d3 dk—l dk
First Replica: dy dy ds dieo diq
Second Replica: di_q di dy dioz  dio
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TABLE 5
A Six-Node [3X] _, with Four Failures
Node: N1 NQ N3 N_1 ]V5 Nﬁ
Primary d; — — dy — —
First Replica d(; — —_— d3 —_— —
Second Replica ds — — do — —

two-node failures. In other words, there are exactly k essen-
tial surviving blocks when two nodes fail; and thus, layout
[3X],4 is able to tolerate double-node failures. More interest-
ingly, [3X]_, can tolerate k — [k/3] node failures when there
are two faulty nodes sitting between two surviving nodes.
For example, the six-node [3X]_, layout plotted in Table 5
still offers £ = 6 essential surviving blocks in the four-node-
failure case (i.e., four faulty nodes are Ny, N3, N5, and Np).
Like [D + P]_,, the [3X]_, layout should address the issue of
tackling node-failure problems when k — [k/3] nodes still
stay in the low-power mode. Similarly, the node-activation
approach in [D + P]_, can be applied to the [3X]_, layout as
follows. If an active node fails, one may simply activate two
inactive nodes adjacent to the failed node.

The read/write policies of [3X], in the energy-saving
mode are different from those of [D+ P],, because the
[3X],, layout does not include a parity block (e.g., p1 in
[D + P] ).

o Read policy. Reads in the energy-efficient mode are
handled as follows. If a requested data block is resid-
ing on an active node, then the read request is
directly serviced; otherwise, an offline node holding
the requested data block will be activated to respond
to the read request.

o Write policy. Data writes in the energy-efficient mode
are processed as follows. A replica of new data
blocks are stored to the remaining active nodes
according to the [3X] ; layout. When inactive nodes
are activated, two replicas of each new data block
will be placed to the activated nodes accordingly.

3 PIPELINED DATA ARCHIVAL

3.1 Archival for the [D+P]4 Layout

It is a conventional wisdom that if data replicas are no
longer modified, the replicas can be erasure coded to
save storage space. Such an erasure coding process using
existing data is referred to as ‘erasure-coded data archival’.
There are four steps involved in data archival within
storage clusters: (1) retrieving required data blocks; (2)
performing an encoding over the retrieved blocks; (3)
migrating resulting parity blocks to separate nodes; and
(4) deleting the replica blocks.

Since numerous production storage systems adopt Reed
Solomon (RS) codes [19], [20] to store infrequently accessed
data [21], [7], [22], our archival scheme—DP—employs RS
codes to archive replicas stored in a [D + P]_; manner.

According to the RS encoding procedure [23], parity
block p; can be derived as Eq. (3), where «;j; is a coefficient
in the generator matrix of RS codes:

7Ol1d1—|-012d2—|— o k.
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PN T PasNes— T P3
@p<2,h’2>‘>@7p<2..\14>»@7p

Node N] Ng N3 N4 N5 N6 N7 Ng N9

Primary d1 d2 d3 d4 d5 d(, P1

Replica P1 d] dz d3 d4 d5 d6

@:ﬂim\l 157" *D<'3AN3>*< 3 P3

p<'z,N1>+ —sz.N,b» p'
,,,,,,,,,,,,,,, g l k.
Primary d7 dg d9 d]o d11 d12 p{
Replica || pi || d7 |/ ds!| do |/ dypi| du | di

Group G;

Group G,

Fig. 2. The DP archival scheme—data stored in the [D + P] , layout is
migrated to erasure-coded storage, with coding parameters k = 6 and
r = 3. Symbol ‘@’ denotes the linear combination.

Given k = 6, Eq. (3) is decomposed as

P<jNy> = aj1dy + ajoda, 3.1
P<jN,> = DP<jNy> + oj3d3 + o 4dy, (3.2)
Pj = P<jN,> + @j5ds + ajeds. (3.3)

Parity block p; (2 < j <) can also be calculated from k
blocks, one of which is parity block p;. The k blocks are

{di,do,...,dx—1,p1} or {da,ds, ..., dx, p1}. When k equals to 6,
block p; is expressed as Eq. (4):
pi = (j1 — aj6)di + aep1 + (52 — @j6)da + ()3 — aj6)d3
+ (Ole — Olj}e)d4 —+ (Olj’5 — C(jyg)d(,.
(@)

Similarly, Eq. (4) can be decomposed into the following
three expressions:

P<inNg> = (@41 — @j6)d1 + @j6P1, (4.1)
P<iNg> = DejNy> + (052 — aj6)da + (o3 — aj6)ds,  (4.2)
pj = p<j7)1:5> =+ (Ole — (¥j76)d4 + (Olj,s — Olj,()')ds. (43)

Since storage nodes offer sufficient Reed Solomon coding
capability [24], [25], [26], [27], nodes N,, N4, and Ng are able
to compute the linear combinations using Eqgs. (3.1)-(3.3).
For example (see group G, in Fig. 2), node N, generates
r—1=2 intermediate parity blocks p.yn,> and posn,s,
using two local blocks d; and d; according to Eq. (3.1), and
delivers the intermediate parity blocks to node Nj. Simi-
larly, node N computes two parity blocks ps and ps; for
nodes Ng and Ny using Eq. (3.3).

As shown in Fig. 2, the three non-adjacent nodes N,, Ny,
and Ny in group G; form an encoding pipeline
‘Ny — Ny — Ng'. Similarly, a second encoding pipeline
‘Ny — N3 — Ny’ is constituted from three non-adjacent
nodes N, N3, and N5 in group G. Simultaneously applying
the two encoding pipelines to two separate replica sets can
accomplish parallel archival processes.

When only one encoding pipeline is deployed to handle
data archival, one may deactivate [(k + 1)/2] nodes into the
power-saving mode to conserve energy. We refer to the DP
scheme in such a power-efficient mode as DP e

D (3)
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@{Pl\u,sz,P}Nl}*@i{php% ps} read read
Group G; i N ’ ’ X v

Node [IN; i [ Ny [ Ny [IN[ Ns [ Ns [N, [ Nsg [ Ny STu, dij STup, dij
Primary |/ di ! | d | ds | !ds!| ds | de STUp, di STU[1, d2]
ls‘Replica : d6 } d] d, } d3 : d4 d5 SmD,dl] Sru[Z, dl]
2nd Replica : ds } de d; } dy : ds dy dlj1 SI.u[4,d1] SI'U,[Z, d2]
G p ?{PLNZ, pziw%pim}”?i{pl" p2, p3 } sru[y, d2) —— N STU[3, d1)
roup G; A . ST, 2] STU[3, d2]
Primary | d; |!dg| | dy | dip | 'dii}| dip ] STU[3, 42 SIUjs, d1]
15Replica | di> [1dyi | ds dy | 1dii| du d; ST, @) Faro Shuffle STU[4, 42

2“d Replica d11 : d]z: d7 dg : d9 : d10 ,,,,,,,,,,, 1
Node N, Node N,

%{pfim, PN, ps’fm}*%{pi'a P>, r:,%'}

Group G;
Primary | dz | dig [[dis) | dig | di7 | |dig [
1Replica | dis | di3 |idig | dis | dig | 1di7]
2nd Replica| d; dig } d13} dis dis : die }

Fig. 3. The 3X archival scheme—data stored in the 3X. layout is
migrated to erasure-coded storage. k = 6 and r = 3. All the data nodes
are grouped into three groups, which simultaneously carry out the
encoding processes for separate replica sets.

In a word, layout [D + P]_, offers opportunities for stor-
age clusters to optimize the archival process from three
aspects: (1) Exploiting data locality—two local blocks are
read by each involved node for encoding; (2) decentralized
computation load—unlike a single encoding node in the
SynE scheme, [k/2] nodes constitute an entire encoding
pipeline; (3) parallel archival—two encoding pipelines are
simultaneously executed to yield parity blocks.

3.2 Archival for the [3X]., Layout

Since 3X-replica redundancy is widely employed in produc-
tion storage systems, it is practical and vital to study how to
efficiently migrate from 3x replication to erasure coding.
Apart from the DP scheme, an archival scheme called 3X is
proposed to archive replicas organized in the [3X]_; layout
using RS codes.

According to data placement governed by layout [3X] ,,
all nodes can be divided into |k/[k/3]| groups, each of
which handles encoding operations in a pipelined manner.
Fig. 3 shows that the nodes holding six raw data blocks
{di,ds,...,ds} are divided into three groups (i.e., Gi, G,
and G3). All the groups are able to simultaneously carry out
encoding processes for separate replica sets, thereby
enabling high-performance archival through increased
archival parallelism.

Similar to DPpgyer, the 3Xower archival scheme deploys
an encoding pipeline to generate parity blocks from raw
data blocks organized in the [3X], layout. In 3Xpower, [£/3]
nodes are responsible for the redundancy generation;
k — [k/3] nodes are deactivated to save power.

cd

3.3 1/0 Optimization for DP and 3X
3.3.1  Write Aggregation

Block sizes of most existing cluster file systems are large.
For example, the default block size is 64 MB in GFS [1], QFS
[28], and HDFS [2], and it can be configured to 128, 256, 512
MB, etc. A storage request unit (SRU) is a basis access unit
from the I/O path’s standpoint; hence, a block is accessed
via a sequence of SRUs. I/O accesses are likely to be non-

(a) Logical Address Space (b) Physical Address Space

Fig. 4. The Faro shuffle algorithm is employed to handle Logical-to-
Physical address mapping for SRUs in blocks within a node.

sequential when requested SRUs are located on different
blocks, thereby degrading the available write bandwidth.

Write bandwidth degradation might occur in the DP
scheme if the following two conditions are met: (1) Two par-
ity blocks generated by two encoding pipelines are written
to an identical node; (2) these two parity blocks are placed
to different disk regions. Motivated by the fact that large
SRU requests help in achieving high write bandwidth [29],
[30], [31], we introduce the write aggregation technique to
both DP and 3X schemes. The write aggregation technique
consolidates multiple SRUs into a single write request. In
particular, the node storing parity blocks pre-allocates a
memory region to buffer SRUs delivered from different
encoding pipelines, then writes the buffered SRUs in the
form of a large sequential write.

3.3.2 Shuffle Mapping

In the DP scheme, one encoding node must read two SRUs
from two data blocks. Such a reading pattern results in non-
sequential I/Os if the two blocks are residing in the same
disk. To solve this problem, we map a range of logical SRUs
to physical locations using the faro shuffle algorithm [32].
The faro shuffle is equivalent to a cyclic logical left shift in
terms of binary representation. An example is shown in
Fig. 4b, where the first SRU sruy; ;) in data block d; and the
first SRU sruy; 4, in data block dy are contiguous. The space
reservation function of the underlying file system can be
used to contiguously write SRUs [28]; thus, two SRUs can
be placed contiguously when storing newly created data
blocks. By virtue of contiguous writes, each encoding node
accomplishes high read sequentiality during data archival.

The shuffle mapping algorithm can be extended to shuf-
fle SRUs in three blocks—three SRUs stored in three differ-
ent blocks are contiguously placed in a disk. Therefore, the
extended shuffle mapping algorithm can be deployed to
improve the read bandwidth for the 3X scheme.

4 COMPARATIVE ANALYSIS

4.1 Network Traffic

Fig. 2 shows that six blocks (i.e., four intermediate parity
blocks and two final parity blocks) are delivered to accom-
plish the DP archival process. In a general case, network
traffic induced by the DP scheme is [k/2] x (r — 1) blocks;
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TABLE 6
Comparisons of the (k+r,k) Erasure-Coded Data Archival Schemes

Scheme Redundancy Number of encoding Normalized network
nodes traffic

Synchronous 3-way replication = classical erasure codes k k+r-1
Encoding [5]
DE [8] 2 ~ 3-way replication = Decentralized erasure codes r *
RapidRAID [9] 2-way replication = Pipelined erasure codes k+4r k+r-1
Dp Mirrored RAID-5 = Reed Solomon codes 2x[k/2] for DP; [k/2] [k/2]x(@—1)

for DPpower
3X 3-way replication = Reed Solomon codes (k/[k/37)x[k/3] for 3X; [k/3] [k/3]x(r)

for 3Xp0\vcr

«: The traffic caused by data archival is a function of the number 1 of blocks stored in r coding nodes.

on the other hand, the 3X scheme leads to network traffic of
[k/3] x (r) blocks (see the comparison in Table 6).

The archival traffic in SynE is k4 r — 1 blocks if a node
keeping a data replica acts as the encoding node (see node
N; in Fig. 5a). In the DE archival process, the network traf-
fic is a function of the number ! of blocks stored in r coding
nodes, and the value of | ranges from k to 2k. Fig. 5b
depicts the network flow of DE, in which the value of [
equals to k (viz., DE(I = k)). It is revealed from Fig. 5c that
the traffic incurred by the RapidRAID archival process is
k+ 1 — 1 blocks.

When coding parameters k and r are set to 6 and 3 (i.e,,
k =3 and r = 3), the normalized traffic of SynE, DE, Rapi-
dRAID, DP, and 3X is eight, four, eight, six, and six blocks,
respectively. Surprisingly, network traffic caused by the
archival process has no noticeable impact on the archival
performance (see Section 5.3.1).

4.2 Diskl/Os

Fig. 6 shows the data flows of five archival schemes (i.e.,
SynE, DE, RapidRAID, DP, and 3X). The data flow in each

—x < [ E—F
X3 Ll X7——
s
{1
N; N> N3 Ny Ns Ng N7 Ng Ng

(a) Synchronous Encoding Scheme -- SynE

V4>

(b) Decentralized Archival Scheme -- DE(I1=k)

zy z z 4 z z 70
Ny N> N3 Ny N7 Ng

(c) Pipelined Archival Scheme -- RapidRAID

Ng

Fig. 5. Network flows in the three erasure-coded archival schemes, with
coding parameters k =6 and r = 3.

scheme is exemplified by both network transmission and
disk I/Os of an encoding node and a parity node.

Recall that two types of disk I/O operations involved in
the archival process are: (1) reading required data blocks,
and (2) writing resulting encoded blocks. Figs. 6a, 6 d, and
6e illustrate that each node in SynE, DP, and 3X responds to
either read requests or write requests.

When it comes to DE, I data blocks are spread among r
coding nodes {Nj..i, Niia,..., Niy,}, meaning that one of
the coding nodes has to read at least [I/r] blocks. Apart
from reads, each coding node has to write one encoded
block. Thus, DE’s write bandwidth is approximate to 1/(1
+[1/r]) of the total available disk bandwidth. The available
disk bandwidth might be reduced due to non-sequential
accesses, which occur when existing data blocks and the
encoded parity blocks are residing on different regions of a
disk. We address this non-sequential-access issue in our
experiments by introducing multiple disks to improve I/O
sequentiality (see Section 5.3.4).

In RapidRAID, if parameter k is larger than parameter
r, then each of k—r nodes {N,.i,N.o,...,Ni} will
respond to two read requests and one write request (see
Node N, in Fig. 6¢c). We evaluate the disk throughput by
running IOMeter [33] on HDD disks deployed in the
tested storage cluster (see details of the experimental
environment in Section 5.1); we observe that the maxi-
mum throughput of a disk is anywhere between 120 to
135 MBps. Thus, we estimate that the available write
bandwidth in RapidRAID is less than 135/3 = 45 MBps.
The available sending/receiving bandwidth of each node
is approximately 800 Mbps'. Analytically, disk 1/Os
rather than network I/Os become a performance bottle-
neck of the archiving process in the RapidRAID scheme.

5 EXPERIMENTAL EVALUATION

We implement our DP and 3X schemes along with the three
alternatives (i.e., SynE, DE, and RapidRAID) in a real-world
storage cluster. We conduct extensive experiments to quan-
titatively compare the archival performance of the five
solutions.

1. The sending/receiving bandwidth of bidirectional communica-
tion is lower than that of unidirectional communication (e.g., 800 versus
900 Mbps), since evidence shows that the performance ratio (i.e., a ratio
between measured and theoretical bandwidth) of bidirectional commu-
nication is lower than that of unidirectional communication [34].
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Fig. 6. Comparisons of the data flows in the five erasure-coded archival
schemes (i.e., SynE, DE(/ = k), RapidRAID, DP, and 3X), with coding
parameters k =6 and r = 3.

5.1 Experimental Setup

Our testbed is a storage cluster that consists of 12 storage
nodes connected through a Cisco GibE switch. Each storage
node contains an Intel(R) E5-2650 @ 2.0 GHz CPU, 16 GB
DDR3 memory, and Intel C600 Chipset Mainboard with
1 GbE integrated NIC. Four disks are attached to each node;
all the disks are Western Digital’s Enterprise WD1003FBYX
SATA2.0 disks. The operating system running in the storage
nodes is Ubuntu 10.04 X86 64 (Kernel 2.6.32).

5.2 Evaluation Methodology

Prior evidence shows that a configuration of ‘r = 3" achieves
a sufficiently large mean-time-to-data-loss or MTTDL for
archival storage [24]. Furthermore, r is set to 3 (i.e., » = 3) in
GFS 1I [7], HydraStor [35], and QFS [28]; r is set to 4 (i.e.,
r = 4) in WAS [21] and HDFS-RAID [36] in Facebook [22].
We adopt ‘r = 3" and ‘r = 4’ in our experiments to resemble
real-world storage cluster systems, while keeping the r
value smaller than & (i.e., r < k).
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In our experiments, the linear combination of a set of
blocks is performed using the finite field arithmetic offered
from the open-source Jerasure coding library [37].

The amount of an original data copy stored on each stor-
age node is set to 8,192 MBytes (i.e., 128 x 64 MB), which is
large enough to evaluate the archiving times of the tested
solutions. The archival performance is measured in terms of
time spent in archiving data of k£ x 8,192 MB. We clear data
buffered in memory to ensure a cold cache prior to running
each experiment, which is repeatedly conducted five times
to calculate the average archiving time.

We primarily focus on the ‘single-disk’ case in which
each node is equipped with a single disk. To make a fair
comparison, we incorporate both the write aggregation and
shuffle mapping techniques to the DE and RapidRAID
schemes. Furthermore, more often than not the read/write
bandwidth of a node equipped with multiple disks is larger
than that with a single disk. As such, we also investigate the
five archival schemes under the ‘multiple-disk’ case, where
each disk either stores a raw-data block or an encoded-par-
ity block within one group. Taking node N; in RapidRAID
as an example (see Fig. 5c¢), N4 should handle two data-
block reads (i.e., blocks d; and d4) and one encoded-block
write (i.e., block z3). In the multiple-disk case, we place two
data blocks and one encoded block on three different disks,
thereby enabling each disk to service either reads or writes.

A study conducted by Lang et al. confirmed that chained
declustering offers power savings [38]. To quantitatively
measure the power consumed by the storage cluster run-
ning the DP and 3X schemes and their corresponding
power-efficient archival schemes (i.e., DPpoyer and 3Xower),
we use an electric power analyzer of model ZH-101 [39] to
record the current of each storage node in a sample of 1 Hz.

5.3 Experimental Results

We examine the sensitivity of the five schemes to several
performance factors, including the number of data nodes,
the redundancy of erasure codes, the size of a storage
request unit, and the number of disks in each node.

5.3.1 k-Number of Data Nodes

To constitute a (k + 7, k) erasure-coded archival storage, we
generate r parity blocks from k essential data blocks. We
evaluate the impacts of the number k of data blocks on
archival performance by setting k to 6 and 9, respectively.
Fig. 7 plots the archiving times of the five schemes when
SRU and r are set to 64 and 3 KB, respectively.

We observe from Fig. 7 that with the increasing value of
k, the SynE scheme exhibits poorer archival performance.
Such a poor performance lies in the fact that a large k value
makes an excessive number of data blocks loaded to gener-
ate r = 3 parity blocks, which in turn leads to a long receiv-
ing time experienced by the encoding node.

DE(I = k) exhibits long archiving time when parameter k
is large, and the reason is two-fold. First, one of the r encod-
ing nodes should read at least [k/r] blocks, implying that
the encoding node tends to process more read requests with
the increasing value of k. Second, write bandwidth is
reduced when an increased number of read requests com-

ete against one write request for disk bandwidth.

Authorized licensed use limited to: Auburn University. Downloaded on October 15,2024 at 13:45:01 UTC from IEEE Xplore. Restrictions apply.



HUANG ET AL.:

1000
k=6 Bk=9

800

600

400 | p 317.0 337.1

200

Total Archiving Time(s)

0

Fig. 7. Total archiving times of the five archival schemes with respect to
parameter k (k = 6 and 9), with SRU = 64 KB, and r = 3.

In RapidRAID, k has a slim impact on the archival perfor-
mance, because k + 3 nodes constitute an archiving pipeline
and the k— 3 slow nodes {Ng4, N5, ..., N;} undertake an
equal number of disk I/Os regardless of the k value. The
k — 3 nodes are slow due to the following two reasons. First,
the write bandwidth of these k& — 3 nodes is lower than that
of other nodes due to the bandwidth competition. Second,
the write bandwidth restricts the overall archival perfor-
mance (see analysis in Section 4.2).

Similar to RapidRAID, the DP and 3X schemes are
slightly sensitive to parameter k in terms of archival perfor-
mance. Either in DP or in 3X, all involved nodes deal with
equal disk and network load when £ is set to 6 and 9. Fig. 7
shows that when the & value is 6, DP outperforms SynE, DE
(I = k), and RapidRAID in terms of archiving time by a fac-
tor of 4.41, 3.46, and 3.42, respectively; 3X surpasses SynE,
DE(l = k), and RapidRAID in terms of archiving time by a
factor of 4.39, 3.45, and 3.41, respectively.

Fig. 8 shows the network traffic and the archiving times
of SynE, DE(I = k), RapidRAID, DP, and 3X in the ‘k = 6,
r = 3’ case. We observe that the trend of the network traffic
is dissimilar to that of the archiving time, implying that the
traffic induced by the archiving process is not a singular
crucial factor affecting archival performance.

To assess computation load caused by encoding opera-
tions, we constantly monitor the CPU utilization of nodes in
the storage cluster governed by the five archival schemes.
Fig. 9 illustrates the average CPU utilization of nine (.e.,
k + r =9) nodes {Ny, N, ..., Ny} under the evaluated archi-
val schemes (i.e., SynE, DE(I = k), RapidRAID, DP, and 3X)
when SRU, k, and r are set to 64, 6, and 3 KB, respectively.

We draw the following three observations from Fig. 9:

o The encoding nodes in RapidRAID exhibit the low-
est computation overhead. The reason is two-fold: 1)
encoding load is decentralized among all nine nodes
during the entire archival process; 2) the write
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Fig. 8. Network traffic and archiving times of the SynE, DE(/ = k), Rapi-
dRAID, DP, and 3X schemes. k=6 and r = 3.

bandwidth restricts the archival speed, thereby
resulting in low encoding intensity;

o For DP and 3X, the first encoding node in an encoding
pipeline has lower CPU utilization than the other
encoding nodes. This is because that only CPU over-
head for local disk I/Os is involved to the first encod-
ing step, while CPU cycles are required by both disk
and network I/Os for the other encoding steps;

o Although the encoding nodes” CPU utilization in both
DP and 3X is higher than that in the other three archi-
val schemes, the encoding nodes” CPU utilization is
considered reasonably low (i.e., around 30 percent);
this means that computation overhead is not a domi-
nating factor of archival performance in DP and 3X.

5.3.2 r-Redundancy of Erasure Codes

In this group of experiments, we examine the sensitivity of
the five archiving schemes to the redundancy r of erasure
codes. We conduct the experiments on the storage cluster
where the size of a request unit is 64 KB and the number k
of data nodes is 6.

Fig. 10 reveals that parameter r has no noticeable impact
on the archiving times of the SynE, DE(I = k), and Rapi-
dRAID schemes. The reasons are given as follows: (1) for
SynE, the network bandwidth of encoding node Ny domi-
nates the overall archiving performance (see Fig. 5a). In par-
ticular, the total archiving time is bounded by the receiving
bandwidth of node Ng when r is smaller than &k — 1 G.e., r <
k—1); (2) in DE(I = k), one of r encoding nodes would deal
with at least [k/r] reads and one writes. Especially, in this
group of tests, node N; deals with [6/3] = 2 reads and
[6/4] = 2 reads when r = 3 and r = 4, respectively. This
means that the same disk I/O overhead occurs in both con-
figurations of ‘k =6, r =3’ and ‘k = 6, r = 4’; (3) in the Rapi-
dRAID case, each of k — r slow nodes {N,.1, N, 2,..., Ni}
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Fig. 9. Average CPU utilization of nodes {N;, Ns, ...
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Fig. 10. Total archiving times of the five archival schemes with respect to
parameter r (r = 3 and 4). SRU = 64 KB, and k= 6.

responds to two reads and one write. Therefore, nodes {/V4,
N5, Ng} for ‘k =6, r = 3" and nodes {N;, Ng} for ‘k=6,r =4’
undertake equal amount of disk I/Os, which constrain the
entire archival process.

As for the DP scheme, each encoding node sends r — 1
intermediate parity blocks, and each of r — 1 nodes {NNs,
Nii3, ..., Ni.} receives two blocks. If the condition of
‘r —1 > 2’ holds, then the block-sending phase is still a per-
formance bottleneck of the archival process. It is observed
that when the r value is increased from 3 to 4, archiving
time is enlarged by approximately 55 percent.

As to the 3X scheme, each encoding node sends r inter-
mediate parity blocks; each of r nodes {Nj11, Niyo,. .., Nji}
receives k/[k/3] blocks. If the condition of ‘r > k/[k/3]" is
met, then the block-sending phase dominates the archiving
performance. In particular, the block-sending phase limits
the archival speed when 7 is greater than or equal to 3 (i.e., r
> 3). The archiving-time ratio between the ‘r = 4’ and
‘r = 3’ cases is around 1.32, which approximates to the theo-
retical ratio (r =4)/(r = 3) ~ 1.33.

5.3.3 SRU—Size of Storage Request Unit

To assess the impact of the request unit size or SRU, we con-
duct experiments on the storage cluster by setting the value
of SRU to 64, 128, 256, 512, 1,024, and 2,048 KB, respectively.
Fig. 11 illustrates the archiving times of the five schemes
when parameters k and r are set to 6 and 3, respectively.

Fig. 11 shows that SynE, DP, and 3X are not sensitive to
SRU because of two reasons. First, each node involved in the
archival process responds to either reads or writes in the three
schemes, and it is possible to enable the node to accomplish
sequential I/Os. Second, rather than disk I/Os, it is network
I/0Os that dominate the overhead of the archival process.

We observe that the archival performance of the DE and
RapidRAID schemes is affected by the SRU size, because there
is still a proportion of non-sequential accesses even though
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Fig. 12. Total archiving times of the five schemes in the single-disk and
multiple-disk scenarios. k = 6, SRU = 64 KB, and r= 3.

the write aggregation and shuffle mapping techniques are
incorporated. Specifically, a large SRU size helps in improv-
ing the archival performance because large SRUs boost disk
I/0 bandwidth by mitigating random I/O accesses. Interest-
ingly, when the SRU size is larger than 512 KB, the archiving
times of the two schemes are insensitive to the SRU size,
because DE and RapidRAID gain very little benefit from satu-
rated disk I/O bandwidth when SRUs are sufficiently large.

5.3.4 Deploying Multiple Disks

The previous sections are focused on the ‘single-disk’ case.
Now we are positioned to evaluate the five archival
schemes under the multiple-disk scenario, where a raw
data block or an encoded parity block is located on a sepa-
rate disk. Fig. 12 plots the archiving times of the five
schemes in both the single-disk and multiple-disk cases,
where k, SRU, and r are set to 6, 64, and 3 KB, respectively.
Note that the archival results in the single-disk case are
reported in Section 5.3.1.

From Fig. 12, we observe that regardless of SynE, DP,
and 3X, each scheme exhibits similar archival performance
in both cases. The reason is that it is network I/Os that dom-
inate the archival performance of the three schemes. Take
the DP scheme as an example, the network bandwidth
available to two blocks is about 800 Mbps; the disk band-
width available to two blocks is around 120 MBps in the sin-
gle-disk case, and the disk bandwidth available to one block
is approximately 120 MBps in the multiple-disk case (see
Table 7).

The DE(l = k) and RapidRAID schemes exhibit smaller
archiving times in the multiple-disk case than in the single-
disk case, because multiple disks offer higher available disk
bandwidth than a single disk. It is deduced that the archival
performance of DE(I = k) is limited by disk I/Os in the sin-
gle-disk case—as shown in Fig. 6b, two blocks should be
sent by node N7, then the network bandwidth available to
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Fig. 11. Comparisons of archiving times with respect to different SRUs (64, 128, 256, 512, 1,024, and 2,048 KB). k =6 and r = 3.
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TABLE 7
Comparisons of Network and Disk Bandwidths in the Five Archival Schemes
Item Scheme SynE DE(I1=k) RapidRAID DP 3X
Network bandwidth in ~800 Mbps ~800 Mbps ~800 Mbps ~800 Mbps ~800 Mbps
both cases [five blocks] [two blocks] [one block] [two blocks] [3 blocks]
Disk bandwidth single-disk ~120 MBps ~120 MBps ~120 MBps ~120 MBps ~120 MBps
[one block] [three blocks] [three blocks] [two blocks] [3 blocks]
multiple-disk ~120 MBps ~120 MBps ~120 MBps ~120 MBps ~120 MBps
[one block] [one block] [one block] [one block] [1 block]

one block would be about 400 Mbps, which is larger than
the disk bandwidth available to one block (e.g., about 40
MBps). In contrast, the network I/Os restrict the archival
performance of DE(I = k) in the multiple-disk case, because
the disk bandwidth available to one block increases (e.g.,
about 120 MBps). Furthermore, RapidRAID maximizes the
utilization of both network and disk bandwidths in the mul-
tiple-disk case, thereby achieving the archival performance
comparable to that of the DP and 3X schemes.

5.3.5 Power Efficiency

To compare the power consumption of the storage cluster
governed by the tested archival schemes, we collect the
power consumption of each node in the nine-node storage
cluster with sample rate of 1 Hz. Fig. 13a shows archiving
times under four archival scenarios (i.e., DP, DPoyer, 3X,
and 3X,ower); In Fig. 13b, we plot the average total power
consumed by the storage cluster governed by each archival
scheme during an entire archival process. This group of
tests are conducted using parameters £ = 6, » = 3, and
SRU = 64 KB.

Three observations drawn from Fig. 13 are summarized
as follows.

o The power-efficient archival schemes (i.e., DPpower,
and 3Xpowe) offer power savings at the cost of
degraded archival performance. The tradeoff
between archival performance and power efficiency
is reasonable, because reducing the number of
encoding pipelines allows some encoding nodes to
be transitioned into the low-power mode, which in
turn results in low archival parallelism;

o The power efficiency of the DP scheme is higher than
that of the 3X scheme. Specifically, the power con-
sumption in DP is lower than that in 3X; both the DP
and 3X schemes complete the entire archival process
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Fig. 13. Comparisons of average archiving times and average power
consumption under the four archival scenarios (i.e., DP, DPpower, 3X,
and 3X,,ower). k=6, 7 =3, and SRU = 64 KB.

within a similar duration. The reason lies in the fact
that only eight nodes are involved in the archival
process in DP, whereas there are nine nodes contrib-
uting to the archival process in 3X;

o The DPpyer scheme outperforms the 3X,,ower Scheme.
On one hand, the archiving time of DP,,oye, is smaller
than that of 3X,we because the encoding nodes in
DPpower and 3X,ower transfer two and three interme-
diate blocks, respectively; on the other hand, the
DPower and 3X,ower SChemes consume similar energy
since the same number of nodes (i.e. five nodes) are
involved in the two schemes.

6 RELATED WORK

Erasure-coded storage has increasingly become a cost-effec-
tive and fault-tolerant solution for archive storage systems
[24], [40], [22], [41], [42]; most of erasure-coded archive stor-
age systems are constructed upon TCP/IP-based storage
clusters. For example, Pergamum is an energy-efficient
disk-based archival storage [24]; Cleversafe is a cost-effec-
tive storage system for active archive storage [42]; Tahoe-
LAFS is a decentralized storage system with provider-inde-
pendent security for long-term storage [41].

Reed Solomon codes and their variants are widely
adopted in archival storage to provide high reliability. For
example, Facebook manages rarely-accessed files by
deploying an open source HDFS Module called HDFS
RAID, which relies on RS codes [22]; Google’s GFS II adopts
RS codes to archive infrequently-accessed data [7], and
Windows Azure Storage (WAS) adopts a variant of RS
codes (i.e., local reconstruction codes, LRC) to implement a
four-fault-tolerant cluster system [21].

Most archival storage systems are designed to store
newly created data using erasure codes. It is worth noting
that the study of migrating existing data replicas into era-
sure-coded archival is rather rare. Among all the related
methods found in the literature, synchronous encoding, DE
and RapidRAID are the most relevant solutions to our
approaches. The synchronous encoding approach creates
parity blocks from three-replica redundancy using classical
erasure codes [5]. Pamies-Juarez et al. proposed two solu-
tions, namely, DE for efficient data archival [8] and Rapi-
dRAID for fast data archival [9].

In synchronous encoding, erasure encoding operations are
conducted by a single node and the parity generation pro-
cess does not exploit the three existing data replicas.

In the DE scheme, the redundancy-generation process is
completed by a subset of » nodes, which act as the storing
location of the encoded parity blocks. Thus, the existing k
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nodes holding data blocks can be deactivated to conserve
energy. Although redundancy generation traffic in DE can
be significantly reduced, the traffic does not determine the
overall archiving time. Furthermore, the fault tolerance is a
function of the number [ of blocks stored in the r coding
nodes; the DE codes cannot guarantee the MDS feature
unless the value of [ is 2k.

RapidRAID is a family of erasure codes that realize the
idea of pipelined erasure coding to speed up the data archival
process. RapidRAID codes are non-systematic, meaning that
it is required to decode the archived data to service any read
request, thereby introducing data-access overhead. The (k +r,
k) RapidRAID codes might have a fault tolerance problem if
the redundancy parameter r is larger than three (i.e., r > 3).

Different from RapidRAID, our DP and 3X schemes
migrate data replicas to encoded blocks using the Reed
Solomon codes. Both DP and 3X allow fore-end users to
access archived data without imposing decoding opera-
tions. Contrary to DE and RapidRAID that suffer from
the problem of undetermined fault tolerance, both DP
and 3X are able to guarantee the MDS property for all
coding parameters k and r. With layouts [D+ P], and
[3X].q in place, the DP and 3X schemes allow [(k+1)/2]
and k—[k/3] nodes to be transitioned into the low-power
mode while keeping other nodes active to perform the
archival process, respectively.

7 FURTHER DISCUSSIONS

Although [D + P] , and [3X],, are capable of tolerating dou-
ble failures, the storage overhead of the [D + P] , layout is
smaller than that of [3X] . Specifically, [3X] , suffers from
200 percent storage overhead since it replicates three copies
for each block [5], whereas the storage overhead of [D + P]
is reduced down to 1+ 2/k.

If k (for, k > 3) is not a multiple of three in the 3X archival
scheme, there are just two archiving pipelines, which
deliver approximately 2/3 of the archival performance of
the case of k%3 = 0’. In most production clusters, the k
value is a multiple of three; for example, k is set to six in
both GFS 1II [7] and QFS [28], k equals to 9 in HYDRAstor
[35], and k is configured to 12 in WAS [6].

It is supposedly true that the performance bottleneck
(i.e., block-receiving stage) of SynE is eliminated by the 10
Gbps-Ethernet network of a storage cluster. However, a
majority of data centers (e.g., Google [7], WAS [6], and Face-
book [22]) are employing 1-Gbps Ethernet due to its high
cost-effectiveness. Therefore, it is indispensable to take the
GDbE interconnect into account when one designs archival
schemes in the context of storage clusters.

It is unnecessary to deploy the ‘shuffle mapping’ solution
to the DE(I = k), RapidRAID, DP, and 3X schemes to improve
the I/O sequentiality in the multi-disk case, where each
requested block within a stripe is residing on an individual
disk, naturally guaranteeing high disk I/O bandwidth.

We have investigated the DE scheme in the case of ‘I = k'.
The DE(I = 2k) scheme is expected to have lower archival
performance than that of DE(I = k), because the write band-
width in the ‘I = 2k’ case is suppressed by the disk band-
width competition between an increased number of reads
and one write.
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8 CONCLUSION AND FUTURE WORK

In this paper, we proposed two pipelined archival
schemes called DP and 3X to boost the erasure-coded
archival performance on storage clusters. We incorpo-
rated the chained-declustering mechanism into both Mir-
rored  RAID-5 and triplication redundancy groups,
resulting in data layouts [D +P], and [3X] .. These two
data layouts enable a subset of involved nodes to consti-
tute an encoding pipeline, and they allow two or three
encoding pipelines to generate parity blocks in parallel.
We implement both the DP and 3X schemes and three
existing solutions (i.e., SynE, DE, and RapidRAID) in a
real-world storage cluster. Extensive experimental results
show that our archival schemes respectively outperforms
SynE, DE(l = k), and RapidRAID by a factor of at least
4.39, 3.45, and 3.41 in a nine-node storage cluster. We
draw two interesting observations in this study. First,
the performance bottleneck of SynE lies in its block-
receiving stage; the dominant factor of archival perfor-
mance is disk I/Os rather than network I/Os in both DE
and RapidRAID. Second, there exists a tradeoff between
energy efficiency and archival performance in the two
pipelined archival schemes, where the performance-ori-
ented schemes exhibit higher archival performance than
the energy-efficient archival schemes.

In this study, we paid particular attention to the off-line
archival process—no user I/Os are issued and raw data
blocks are retrieved from disks. As a future research direc-
tion, we plan to investigate an online archival process, in
which we intend to optimize archival performance by (1)
exploiting the existence of hot user data and (2) caching the
hot data in an in-memory system.
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