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This article analyzes and rationalizes the capabilities of inversion test points (TPs) when implemented in lieu of traditional
test point architectures. With scaling transistor density, logic built-in self-test (LBIST) quality degrades and additional efforts
must keep LBIST quality high. Additionally, delay faults must be targeted by LBIST, but delay faults can be masked when
using control-0/1 (i.e., traditional) TP architectures. Although inversions as TPs have been proposed in literature, the effect
inversion TPs have on fault coverage compared to traditional alternatives has not been explored. This study extends work
previously presented in the North Atlantic Test Workshop (NATW’19) and finds both stuck-at and delay fault coverage
improves under pseudo-random tests using inversion TPs, and extended data collection finds noteworthy trends on the

effectiveness of TP architectures.

Keywords Design for test - Built-in self-test - Test points - Delay test

1 Introduction

Circuit test is a critical part of the integrated circuit
(IC) manufacturing process which prevents the release of
defective circuits: by applying stimulus to manufactured
ICs, defects created during silicon lithography are excited
and detected. The cost of testing circuits is a significant
portion of IC manufacturing costs [25], and as transistor
density continues to scale upwards, circuit test costs are
increasing and efforts continue to keep these costs down.
The challenge of circuit test is reducing test-related costs
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while 1) preventing the release of defective circuits whilst
2) not discarding good devices. To obtain these goals, small
increases in fault coverage are worth investment to reduce
manufacturing defect levels.

Pseudo-random testing is an effective circuit testing
method, both during manufacturing and for post-delivery
reliability checks. Although pseudo-random tests detect
fewer defects per test compared to deterministic, circuit-
specific tests, i.e. those generated by automatic test pattern
generators (ATPGs), they require less computational effort
to generate and can be applied with minimal on-chip hard-
ware. Pseudo-random tests have several additional advan-
tages: 1) pseudo-random tests do not require expensive
automatic test equipment (ATE) since they can be applied
by logic built-in self-test (LBIST) hardware, 2) pseudo-
random tests can easily be applied “at-speed” to increase
delay test quality, and 3) pseudo-random tests can be applied
“in-the-field” to confirm circuit reliability.

The utility of pseudo-random tests degrades for modern
technologies due to random-pattern-resistant (RPR) faults,
and approaches can modify pseudo-random tests to detect
such faults. RPR faults naturally occur in complex
logic circuits, and since fulfilling consumer demands
requires ever-more complex circuits, RPR fault density will
continue to increase in new technologies. Many methods
improve RPR fault coverage and reduce test lengths of
pseudo-random test patterns, with a common technique
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being test point (TP) insertion (TPI) [15]. Other methods
of improving pseudo-random test effectiveness include
changing the nature of random stimuli, such as deterministic
seeding [39] and pattern weighting [28], but modifying
circuit logic during test using control and observe TPs is still
widely used due to their ease-of-implementation on circuit
netlists.

This study analyzes the effectiveness of atypical inver-
sion TPs in lieu of traditional control and observe TPs [2]
by analyzing the stuck-at and delay fault coverages achieved
using these TP architectures, which has not been examined
by earlier studies on inversion TPs [3, 12, 29, 31]. Inversion
TPs are not the standard TP architecture in modern litera-
ture and industrial tools, and this study will motivate their
use by the electronic design automation (EDA) industry for
their design for test (DFT) tools. Although inversion TPs
have been introduced in previous literature [3, 12, 31], their
utility compared to conventional TP architectures was not
analyzed.

This article extends work presented at the North Atlantic
Test Workshop (NATW’19) [30]; it was the first article
to explore the effectiveness of inversion TPs at improving
stuck-at and delay fault coverages compared to conventional
TP architectures. The original article made the following
contributions, which are reiterated in this article.

— A rationale for the effectiveness of inversion TPs
compared to conventional control TPs is provided.

— Experiments empirically demonstrate inversion TPs
frequently improve stuck-at fault coverage compared to
conventional control TPs.

— Experiments demonstrate inversion TPs frequently
improve delay fault coverage compared to conventional
control TPs while not degrading stuck-at fault coverage.

Through significantly expanded data collection and a
wider exploration of TP architectures, this extended article
adds the following contributions:

— An environment more representative of the industrial
application of TPs is implemented: this demonstrates
inversion TPs remain superior under typical DFT
practices.

— The fault coverage impact of observation points
is explored, further supporting the fault coverage-
increasing qualities of inversion TPs.

The remainder of this article is organized as follows.
Motivation and a literary history for this study is described
in Section 2. Inversion TPs and their function are discussed
in Section 3. The experimental setup to evaluate a TP
architecture’s abilities is given in Section 4. Results and
discussions on these experiments are given in Section 5, and
conclusions and future research directions are expressed in
Section 6.
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2 Motivation

Pseudo-random tests are repeatable circuit stimuli generated
by a pseudo-random pattern generator (PRPG) in an LBIST
environment. The typical hardware schema for applying
pseudo-random tests is illustrated in Fig. 1. A PRPG is
typically implemented with a linear-feedback shift register
(LFSR) [4], although other architectures that generate
predictable stimuli can be used. To apply tests, the PRPG
is first loaded with a “seed” that determines future stimuli.
The circuit is then programmed to take inputs from the
PRPG as opposed to normal circuit inputs. With each
stimulus applied, circuit outputs are directly observed
or compressed into a ‘“signature” generated by signal
compression hardware (e.g., a multiple-input signature
register (MISR) [10]). This signature is compared against
a simulated value, and if the hardware signature matches
the simulated signature, the circuit is considered defect-
free. Although a false defect-free signature is possible (i.e.,
“aliasing” [19]), this occurrence is practically impossible for
significantly-sized compactors.

There are many motivations for using pseudo-random
tests, the first being they do not require expensive ATE to
apply and can substantially reduce testing costs. ATE is
manufacturing equipment that applies stimuli and measures
responses. ATE requires expensive signal application and
measurement equipment that applies consistent stimuli
and takes accurate measurements, thus the purchase, use,
and maintenance of ATE significantly impacts circuit
manufacturing costs [33]. Alternatively, PRPGs can apply
tests with minimal on-circuit hardware and the cost of ATE

Pseudo-random pattern
ogen. (PRPG), e.g., an LESR
Inputs,
memory

Test enable

A

N

Multiplexer

Circuit under test
(CUT)

Outputs,
memory

Response compactor, e.g., a MISR

Fig. 1 The typical arrangement of pseudo-random testing hardware.
While under test, memories are accessed as scannable flip-flops
connected to one or more scan chains [4]. The scan chains receive
inputs from a PRPG and memory states feed into a response compactor
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can be eliminated (or minimal-cost ATE can be used during
manufacturing).

A second advantage of pseudo-random tests is they can
easily be applied “at-speed” to increase test quality. ATE
applies (and observes) tests at limited speeds due to the
latency of external circuit connections: this impacts test
quality since tests must be applied at a circuit’s designed-
speed (found through delay simulation or static timing
analysis) to detect delay-causing defects [21, 26]. Circuits
can be modified to apply tests at-speed using external ATE
[11], but these modifications degrade circuit performance
and increase circuit power consumption. Since PRPGs are
implemented on-circuit, they can more easily apply tests at-
speed and detect delay-causing defects [27]. However, the
use of PRPGs for at-speed test requires caution: PRPGs may
excite non-functional false timing paths, and if the circuit
runs faster than these non-functional paths allow, random
patterns may cause all functionally-good circuits to fail the
test [17].

A third advantage of using PRPGs for tests is since
they do not require external ATE, they can be used “in-
the-field” to check a circuit’s reliability. Post-manufacturing
degradation failures and temporary “soft errors” have
been observed for modern technologies [14, 34, 35],
which concerns life-critical applications (e.g., medical,
transport, etc.). Therefore, high-quality tests must be
applied periodically after manufacturing. Doing this with
ATE is impossible due to its size and cost, but pseudo-
random tests can be run in-the-field with ease: test hardware
is built into the circuit and can be activated by programming
the appropriate signals.

The effectiveness of pseudo-random tests is impaired
by the presence of RPR faults, which naturally occur
in complex logic circuits. RPR faults [13] are logical
representations of defects unlikely to be detected using
random stimuli, i.e., RPR faults are detected by a small
set of test vectors among all possible stimuli. Although
the probability of detecting RPR faults is improved by
applying more test vectors, the number of vectors required
may be infeasibly large. A typical example of such a fault
is illustrated in Fig. 2: exciting and observing the indicated
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Fig. 2 An example of a fault requiring one specific vector to detect,
which is unlikely to be generated using random stimuli

fault requires 32 logic-0s to be applied to the OR gate and
32 logic-1s to be applied to the AND gate, and presuming all
inputs have an equal probability of being logic-0 or logic-1,
the probability of this occurring is 27%* & 5.4.1072%, which
is not feasible using random stimuli.

2.1 Test Point Insertion (TPI)

TPs are circuit modifications that increase fault detection
probabilities, and the process of inserting TPs is named
TPI. TPs modify circuits during test (but do not change
the circuit function outside of test) and make RPR faults
easier to excite and observe. Since TPs create undesirable
design overheads (added circuit area, power, and delay),
TPI methods attempt to select TP locations and TP types
to increase fault coverage as much as possible while
minimizing the number of TPs. This constraint can be
expressed as, “maximize fault coverage given TP limits,”
or “minimize TPs given fault coverage limits,” but an
algorithm which performs one can easily be converted to
perform the other. This study performs the former.

Many TPI algorithms have been proposed in literature,
and TPI is typically performed with the following steps.
First, fault simulation is performed on the circuit to identify
RPR faults. This simulation replicates a sub-set of vectors
to be applied to the circuit, but additional vectors will
be applied to the circuit with TPs enabled. Second, TPs
are iteratively selected for insertion using a TP evaluation
method (see below). Third, selected TPs are inserted in
the post-synthesis circuit netlist. Alternatively, TPs can be
inserted during or before logic synthesis at the expense of
synthesis complexity [37].

TPI algorithms targeting RPR faults can be divided into
two general categories, the first being methods using fault
simulation. After performing fault simulation, any faults
not yet detected can be labeled as RPR, and several TPI
algorithms take advantage of this to target such faults. These
algorithms use heuristics to target not-yet-detected faults
[18], with some generating and using additional statistics
during simulation, e.g. signal probabilities [7]. Although
such TPI methods were effective in previous generations
of technologies, these methods have fallen out of favor due
to the increasing complexity of fault simulation. However,
it is common practice to perform fault simulation before
TPI: TPI is not required if adequate fault coverage is
obtained, and other TPI methods should not target faults
easily detected through fault simulation.

A second category of TPI algorithms use circuit
testability calculations, e.g. COP [5], to choose TP locations
[32, 38, 41]. In lieu of performing time-consuming fault
simulation, these TPI algorithms “calculate” each TP’s
impact on fault coverage and iteratively insert the “best”
TP, i.e., the TP increasing fault coverage the most. Fault
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coverage calculations are known to be less accurate than
fault simulation, but performing these calculations requires
orders of magnitude less time, and therefore calculations
can be repeated for every candidate TP.

2.2 Conventional TP Architectures

Control TPs attempt to make the excitation and observation
of faults more likely under random stimulus by forcing logic
values during test. Signal-controlling TPs use an extra fest
enable (TE) pin (or scannable register [40]) to force logic in
a circuit to a controlled value. While not under test, TE is
disabled, which leaves the function of the circuit unchanged.
When TE is asserted, hard-to-control signals are directly
forced to pre-determined values. Typical control TPs use
AND gates or OR gates (or other analogous logic-forcing
structures) to force circuit lines to logic-0/1 (respectively)
during test [28], as illustrated in Fig. 3a and b. The first input
to control TPs is the circuit line to be forced during test,
and the second input is the 7E signal. TE may be partially
enabled (i.e., a subset of TPs may be active during a subset
of tests [28, 36]) in order to substantially reduce TP area
overhead [16], but architectures and selection methods for
controlling TE are outside the scope of this study.

Forcing circuit lines during test has two effects: 1) RPR
faults can be easier to excite under random stimulus, and 2)
RPR faults can be propagated to circuit outputs by activating
circuit paths. Although control TPs increase circuit area and
delay with their extra gates, these overheads are worthwhile
given their positive impacts on fault coverage [37].

A second category of TPs, observe TPs, directly observe
circuit lines as opposed to controlling them. To make a
circuit line easier to observe, the line is diverted to circuit
outputs (or scannable latches [22]) made specifically for
test, as shown in Fig. 3c.

Observe TPs were not addressed by the authors’ original
article [30], but this extended article explores their impact
along with the proposed TP architecture. The detriments
described in the following section were initially limited
to control TPs, thus the presence of observe points were

Fig.3 Test points (TPs) force
signals to logic-0 (control-0),
force signals to “logic-1”
(control-1), observe signals
directly (observe), or invert
signals (inversion). All TPs
require an additional pin/latch
for a test enable (TE) or observe
signal. Circuit modifications are —
shown in dashed lines
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viewed as a constant and their effect on fault coverage was
not explored. This choice to forgo exploring observe points
was also motivated by the lack of computational resources at
the time of the original study. Additionally, future research
directions will address other issues involving observe TPs
(see Section 5).

2.3 Conventional TP Detriments

Although control TPs can excite “stuck values” (i.e.,
“stuck-at faults”) in circuits, their use creates unintended
consequences. Since active control TPs force lines to a
single value, only one stuck-at value (stuck-at O or stuck-
at 1) can be excited when a control TP is active. Also,
active control TPs prevent logic on controlled signals from
passing through the TP. This latter effect prevents faulty
values on the controlled line from being observed. Although
control TPs intend to increase stuck-at fault coverage, these
qualities degrade their ability to excite and propagate such
faults.

Another disadvantage of control TPs is they prevent sig-
nal transitions: this blocks the transmission and excitation
of delay faults. In a circuit’s functional mode, delay-causing
defects can cause incorrect values to be observed/captured at
circuit outputs/latches, as illustrated in Fig. 4. Unlike stuck-
at faults, delay faults require two input vectors to detect:
one to activate faults and the other to launch slow transi-
tions. Control TPs prevent signal transitions when enabled
(since they force signals to a value), and therefore control
TPs block all delay faults from passing through the TP. They
also prevent delay faults on the output of the TP from being
excited, and they can make other delay faults driven by con-
trolled lines less likely to be excited. This latter detriment is
partially remedied by conditionally-active TPs [28, 36], but
such architectures are outside the scope of this study and
create other detriments (see Section 6).

Although observe TPs do not possess the fault-blocking
effects of control TPs (and in fact, using only observe TPs
can never decrease stuck-at fault coverage), observe TPs
cannot detect RPR faults that are difficult to excite and may

VN
r—/_ -~

TET ——
(b) Control-1 TP
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(d) Inversion TP
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Fig.4 Here, the effect a control
TP has on the excitation and
observation of a delay fault is
illustrated. The output
waveforms of a normal circuit, a
faulty circuit, and a circuit with
an active control TP are labeled,
as is the point in time where an
observation occurs

not provide the best TP solution. Additionally, control TPs
placed at strategic locations can significantly increase fault
observability by “unblocking” logic (as illustrated in Fig. 5)
while simultaneously exciting hard-to-detect faults. Given
that control TPs can block logic while observe TPs may
fail to excite logic, a goal of the proposed architecture (see
Section 3) is to simultaneously perform both functions.

Although typical test procedures will apply tests with
TPs both enabled and disabled, removing disadvantages
from active TPs will make tests more effective. This is
needed when the time to apply random stimuli is limited
(such as for in-field tests) and when few “test modes” can
be applied.

3 Inversion-based TP Architecture

Unlike conventional control TP architectures discussed in
Section 2.2, inversion TPs change signal value probabili-
ties through inversions as opposed to forcing circuit lines
to pre-determined values. Conventional control TPs force
signal value probabilities by forcing constant values on
lines, i.e., when a control TP is enabled, the probability
of logic-0/1 on a line is 100% while the probability of the
opposite value occurring is 0%: this creates the detriments
discussed in Section 2.3. Alternatively, inversion TPs invert
signal probabilities. For example, if a circuit line has a 75%
chance of being logic-1 without a TP present, activating
an inversion TP on this line will change the probability of
logic-1 to 25%.

The implementation of inversion TPs is illustrated in
Fig. 3d. Inversion TPs are implemented using XOR gates

C>—50%

Fig. 5 In this example circuit, inversion TPs may not increase fault
coverage: if the best TP solution is to force the circuit input to logic-1
during test, an inversion TP will fail to do so
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|
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Faulty : |

TP f
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r-<42_—
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connected to TE with the other input connected to the
inverted signal. When the TP is disabled, the XOR gate
functions as a buffer, thus allowing the original circuit value
to pass unchanged. When the TP is enabled with TE, the
XOR functionally becomes an inverter. Like control TPs,
the source of TE signal can be a scanned register or a
circuit-level pin.

The advantages of inversion TPs over conventional
control TPs are 1) their ability to excite both stuck-at 0 and
stuck-at 1 faults when activated and 2) their ability to allow
stuck-at faults on inverted lines to propagate through TPs.
Since these TPs do not force logic to set values, it is possible
to excite both logic-0 and logic-1 when inversion TPs are
activated. Additionally, faulty values on the inverted line are
no longer forced to a given value but are instead allowed to
pass through the TP (albeit inverted), which in turn allows
faults to be observed.

An additional advantage of inversion TPs is they can
excite and propagate delay faults when active. Since
inversion TPs do not force circuit lines to set values, they
allow transitions on TP outputs, and these transitions can
excite delay faults on the TP output (or on logic driven by
the TP). Additionally, if transitions (from delay faults) occur
on the inverted line, these transitions can pass through the
inversion TP (albeit inverted) and can be observed.

Inversion TPs may falter when tests need to be “less
random”, but finding if such occurrences degrade inversion
TP performance requires empirical analysis (which was
first explored in [30] and is significantly expanded in this
article). To detect faults under random stimuli, relatively
random signals (i.e., signals which are logic-1 50% of
the time) may need to be forced to specific values. For
example, as illustrated in Fig. 5, an AND gate may prevent
faulty logic from passing based on another signal’s value:
forcing this signal to logic-1 allows values to pass through
the gate. If the controlled signal is normally random, this
cannot be accomplished with an inversion TP. Whether
such conditions are likely to occur will be explored though
empirical data (see Section 5).

Using inversions as TPs has been noted in previous
studies [3, 12, 29, 31], but their advantages compared to
conventional TPs and their effect on delay fault coverage
have only been explored in the authors’ original article [30].
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The focus of [3] was broad and covered many topics in
weighted random pattern generation with a single section
devoted to TPI. [3] chose to implement control-0 and
control-1 TPs, but these TPs were implemented as XOR
gates assuming TP locations were almost always logic-0/1
under random stimuli. Beyond this assumption, the effect
of implementing control-0/1 TPs in this manner was not
explored, and neither was the effect this TP architecture had
on delay fault coverage. Also, this assumption contradicts
the observation made in the previous paragraph. Using
XORs as TPs was allowed in [12, 29, 31], but these
studies did not compare inversion TPs against conventional
control TPs, nor did they analyze TPs’ effect on delay fault
coverage.

A possible detriment of using inversion TPs is they can
add more delay compared to alternative TP architectures,
but balancing the delay-causing impacts of inversion TPs
with their fault coverage-increasing benefits is left to future
studies. Previous studies noted inversion TPs may not be
allowable if circuit performance is a concern to circuit
designers [29]: this is because the XOR gates which
implement inversions will add more delay compared to the
AND/OR gate counterparts of control-0/1 TPs. However,
the added delay of inversion (and control) TPs may be
irrelevant if TPs are not added to critical paths, which
TPI from literature account for [8]. The delay impact
of inversion TPs is not the immediate concern of this
article, but the authors intend to add inversion TPs while
not impacting delay performance in future studies (see
Section 6).

4 Experimental Setup

This section provides the experimental setup used to
evaluate different TP architectures. Experiments under this
setup will provide a fair comparison between architectures
and demonstrate their ability to detect faults under random
stimuli.

4.1 TPI for Architecture Comparison

This study does not propose a new TPI algorithm: instead,
an established TPI algorithm from literature will compare
TP architectures [38]. Tsai et al. [38] is chosen because it
can insert any TP type without favoring one architecture
over another: the algorithm does not require specific
information on the TPs used and instead only knows
the calculated effect a circuit modification will have on
fault coverage. In this algorithm, the controllability and
observability program (COP) [5] calculates fault coverage
using probabilistic metrics. Many TPI algorithms use COP
[29, 38, 40] to calculate the fault coverage of a circuit
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(F C) by calculating the probability that stuck-at 0 (SAQ) or
stuck-at 1 (SAT) faults will be detected (Py):

P, — controllability x observability for SAO
| (@ — controllability) x observability for SA1

1
FC=rm 2 P
| |erF

The implemented TPI algorithm starts by performing
testability analysis [5] on a given circuit, which assigns
“controllability” (the probability a circuit line will be
logic-1) and “observability” (the probability a circuit
line will be observed) values to all lines in a circuit.
These controllability and observability values are used
to predict the fault coverage of the circuit using the
above equations. It should be noted that this calculated
fault coverage is not the actual circuit fault coverage:
controllability and observability calculations are not precise
when re-convergent fan-outs are present in a circuit [5].
The TPI algorithm iteratively calculates the impact each
candidate TP will have on fault coverage by re-calculating
controllability and observability values when the TP is
active. The TPI program then inserts the TP with the
highest positive impact on the calculated fault coverage.
This process is repeated until a given TP hardware limit is
reached (expressed as a conservative TP limit, as correlating
the number of inserted TPs to hardware overhead is difficult
[16]), the predicted fault coverage is reached, no more TPs
which increase the fault coverage can be inserted, or a
computation time limit is reached.

Although other TPI from literature can insert inversion
TPs, it is presumed that the TPI algorithm used will not
impact this study’s conclusions if the TPI method does not
give an advantage to any TP architecture.

For this study, three separate categories of TPs are
considered (control-0/1, inversion, and observe), and the
impact of allowing most combinations of these TPs is
studied. This is an extension to the original article [30]
where only inversion-and-observe and control-and-observe
combinations were considered, and noteworthy results are
produced through this extension (see Section 5). Candidate
TPs include control-0, control-1, inversion, and observe TPs
on the input and output of every gate.

In this study, every TP has the same TE signal, but the use
of this signal is altered from the original study [30]. In the
original study [30], this signal was enabled for every vector
applied, but this does not accurately reflect an industrial
use of TPs: instead, this signal will be enabled for half
of all vectors applied. In literature, different TPs can have
different TE signals which are not uniformly on/off [28, 36],
but the impacts of such TE controls are not the scope of this
study.
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To model delay faults, this study uses the transition delay
fault (TDF) model and tests are applied using a launch-off-
shift methodology (i.e., both circuit inputs and scannable
latches are fed by a 64-bit LFSR). The TDF model is chosen
because of its ease of implementation and its known ability
to model circuit defects [20].

4.2 Execution

All programs (i.e., TPI and fault simulation) are executed on
high-performance workstations representative of industrial
development environments. Workstations are equipped with
Intel i7-8700 processors and 8GB of RAM. Software was
written in C++4 and complied using the MSVC++14.15
compiler with maximum optimization parameters. Source
code for executables is provided by the authors through an
open-source license [24].

Original TPI and fault simulation programs were
written for this study. This choice was made in lieu
of industrial tools for ease-of-integration of different
parts of the TPI flow (circuit testability analysis, circuit
modification with TPs, fault simulation, etc.). Using
industrial tools was also infeasible since such tools are
not programmed to give optimal inversion TP placement
and would give favorable result towards conventional
TPs. This contrasts with the implementation of [38],
which does not have knowledge of TP types and instead
only predicts a circuit modification’s impact on fault
coverage

Table 1 gives benchmark circuit information, including
the number of logic gates (“Gates”) in the ISCAS’85 [6] and
ITC’99 [9] benchmarks. Benchmarks which achieved 100%
fault coverage without performing TPI after simulating
10,000 vectors (bO1, b02, b06, and c17) are omitted.
Otherwise, the fault coverages given are after simulating
10,000 vectors, and TPs are active for half of these vectors.

5 Results and Discussion

Table 1 presents the number of TPs inserted (“Inserted
TPs”) by the described TPI algorithm (see Section 4.1).
Columns “C,1,O0”, “C/O”, “I/O”, and “C/l/O” give the
number of TPs inserted: the first column (“C,1,O”)
represents only a single TP type being allowed, while
other columns represent multiple TP types allowed. When
multiple TP types are allowed, the number of individual
types of TPs inserted are separated by ‘/’. It is noteworthy
that, with a single exception (c6288), when any TP type is
available (“C/I/O”), the number of inversion TPs inserted
is always greater than or equal to the number of control or
observe TPs inserted: this implies that inversion TPs were
more frequently calculated to increase fault coverage more

than alternatives, which supports the architecture’s qualities
discussed in Section 3.

Columns “Orig.”, “C”, “O”, “I”, “C/O”, I/0” and “CIO”
under the headings “SAF/TDF Coverage (%)” give the
stuck-at fault and transition delay fault coverage after
simulating 10,000 random vectors (or vector pairs for TDF
coverage) in the original circuit and with the corresponding
TPs inserted. TP combinations having the highest SAF/TDF
coverage are underlined. Half of applied vectors have TPs
enabled, and the other half have TPs disabled, as is typical
of industrial settings.

The first noteworthy result from Table 1 is inserting
solely inversion TPs (“I”) most frequently obtains the
highest stuck-at and delay fault coverage. For twelve out
of twenty-two benchmarks, inversion test points obtain the
highest stuck-at fault coverage, and inversion TPs obtain the
highest delay fault coverage for eleven out of twenty-two
benchmarks. These trends support the qualities of inversion
TPs expressed in Section 3.

A second observation from fault coverage results, which
complements results of the original study [30], is although
the delay fault coverage obtained by the various TPI
methods increases, inversion TPs most frequently increase
delay fault coverage the most. The original study [30]
concluded that delay fault coverage decreases when control
TPs are present: this was found by comparing the TP
combinations “I/O” and “C/O”. However, the original study
presumed TPs were active through the entire 10,000 vector
test, which is not representative of industrial environments.
When the original results [30] are combined with these
extended results, one can conclude that control TPs are
detrimental to delay fault coverage when active, which
supports the detriments of control TPs expressed in
Section 2.3. In fact, adding only control TPs decreases
stuck-at for one benchmark (b03) and decreases delay fault
coverage for two (b03 and c6288).

An unexpected third observation not made in the
original study [30] is the effects observation TPs have
on fault coverage. First, when observe TPs are allowed
by themselves (“O”), they rarely obtain the highest fault
coverage (only for c2670 and c7553, with the latter only
for delay fault coverage). Second, allowing observe TPs to
“complement” control/inversion TPs infrequently increases
fault coverage, but instead more frequently decreases it.
This is best illustrated by plotting the change in fault
coverage (A Stuck-at Fault Coverage) obtained when
observe points are allowed, which is illustrated in Fig. 6:
the plot of delay fault coverage is omitted since it follows
a nearly identical trend. Allowing more TPs to decrease
fault coverage is a counterintuitive result, but an explanation
exists: observe TPs can only increase observability, but
control and inversion TPs can increase both controllability
and observability.
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Fig. 6 When observe points are allowed with control (“C+0”) and
inversion (“I+O”) TPs, post-TPI fault coverage most frequently

decreases significantly. Although not plotted, delay fault coverage
follows a nearly identical trend

A final corollary result, plotted in Fig. 7, is the time to
perform TPI using the combinations of TPs. The original
study [30] concluded using inversion TPs significantly
decreases TPI time (regardless of the TPI algorithm used)
because there are fewer TPs to evaluate: each line in a circuit
has two possible control TPs to evaluate (control-0 and
control-1) while there is only one inversion TP to evaluate.
Showing the time required to perform TPI (normalized to
inversion-only TPI time, listed in Fig. 7) shows a similar
trend, except using only observe points is most frequently
the fastest method. The TPI time of observe TPs only (“O”)
being the fastest can be explained: inserting an observe
TPs will only change circuit observability values, so the
TPI algorithm does not need to recalculate controllabilities.

Given inversion TPs only (“I”’) frequently obtain the highest
fault coverage while also inserting TPs in nearly the smallest
amount of time, this implies only using inversion TPs will
yield the most favorable fault coverage results with minimal
TPI effort.

6 Conclusion and Future Directions

This article presented the impacts of different TP architec-
tures on stuck-at and delay fault coverage, most notably inver-
sion TPs. Results showed inversion TPs frequently increase
stuck-at fault coverage more than conventional TP alterna-
tives while simultaneously increasing delay fault coverage.
Additionally, it was shown that the time required to insert
inversion TPs compared to alternative TP architectures is
significantly less, which further encourages their use.

Although inversion TPs performed admirably in this
study, some data points motivate the authors to further quan-
tify circuit qualities to improve TP selection. This is best
shown through the benchmark c1908: control TPs only
(“C”) provided delay and stuck-at fault coverage signifi-
cantly higher than any other TP architecture. Although this
can be viewed as an anomaly, quantifying this anomaly and
using this measurement in TPI algorithms may significantly
increase TP quality.

Observe and control TPs must be a focus of future
studies, as their true impact on delay fault detection is not
yet known. Observe TPs shorten circuit timing paths and
will not capture small delay defects requiring full circuit
paths to be observed. Likewise, control TPs with controlled
TE signals [28, 36] (as opposed to always-active TE signals)
will excite delay faults before typical signal arrivals times.
In this study, delay faults were modeled as TDFs due to their
ease of implementation and their ability to model known
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defects (i.e., stuck-open faults) [20], but if the fault model
includes the magnitude of a delay (as is the case of small
delay defects [23]), the presence of observe and control
TPs may decrease delay fault coverage. Future endeavors
will explore the impact conventional TP architectures have
on these defects and will explore architectures which can
remedy their detriments.

As was noted in Section 3, the use of inversion TPs
may unfavorably impact circuit timing performance, and
the trade-off between increased fault coverage and degraded
performance must be explored. It may be possible to insert
inversion TPs outside of critical timing paths while still
obtaining favorable fault coverage, but this will be explored
with future empirical data. Additionally, TPI algorithms that
consider delay impacts [8] will be implemented to observe
if the benefit of inversion TPs hold under timing constraints.

Another future avenue of research is the impact TPs have
on detecting redundant faults and producing false failures.
In this study, fault simulation did not remove redundant
faults [1], and therefore some undetected faults are truly
undetectable. However, the addition of TPs may make faults
which are normally impossible to detect (and therefore
have no impact on the function of the circuit) detectable.
If such faults are detected when TPs are active, this will
create a “false failure”, which in turn unnecessarily reduces
circuit manufacturing yield. An avenue of future studies is
to select TP locations which increase fault coverage while
simultaneously not detecting redundant faults.
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