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Abstract
Hardware Trojans are usually implanted by making malicious changes to a chip circuit, which can destroy chip functions 
or expose sensitive information once activated. The hardware Trojan detection method based on side channel information 
has now become one of the most widely used detection methods. However, due to the influence of the deviation of the  
acquisition equipment and the noise of the actual chip working environment, insufficient acquisition of useful information 
of the collected side channel information occurs, affecting the final results. To address the problem, this paper proposes a 
detection method based on a dual discriminator assisted conditional generation adversarial network (D2ACGAN), which 
combines the benefits of CGAN, ACGAN, and D2GAN models and can learn a variety of valid information of the tested 
chip. It can distinguish between side channel data with and without hardware Trojan and classify hardware Trojan using the 
extended data. Furthermore, to compare the performance of the proposed model, we use the existing CGAN and ACGAN 
models equally for side channel information expansion and hardware Trojan detection. Finally, the designed hardware Tro-
jan is implanted in an encryption chip for generating data quality evaluation experiments and model method performance 
experiments. The results show that the average detection accuracy of the D2ACGAN-based hardware Trojan classification  
model can reach 97.08%, which is better than the detection models based on CNN, SVM, etc. The D2ACGAN model  
also outperforms the CGAN and ACGAN models in terms of generated data and hardware Trojan classification.
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1 Introduction

With the continued growth of the semiconductor industry, 
the integrated circuit has become increasingly crucial as the 
industry's core. The production of IC chips has become a 
critical component of the industry's supply chain. In addi-
tion, the manufacturing of chips is mainly done in third-
party foundries, and Hardware Trojans are a security issue 
that arises from this process [1–3]. Hardware Trojans are 
usually implanted by malicious alterations to the original 
circuitry, and if triggered, they can harm the circuit's opera-
tion and even disclose confidential information. As a result, 

the detection of Hardware Trojan needs to be carried out 
after the chip has been fabricated [4].

From the perspective of whether the chip to be tested 
is damaged, the existing hardware Trojan detection meth-
ods are mainly divided into destructive detection and non- 
destructive detection [5]. Reverse engineering [6] is an exam-
ple of destructive detection that uses chemical and physical 
methods to corrode and polish the chip to be tested, then 
takes pictures of the original chip layout with a high magnifi-
cation microscope, extracts the netlist, and compares it to the 
"golden chip" to detect hardware Trojan. The detection accu-
racy of this method is great, but the cost is expensive because 
the chip suffered irreversible damage, and the method's appli-
cability rapidly reduced as the process node declined. Logic 
testing and approaches based on side channel information 
analysis are examples of non-destructive detection methods. 
Logic testing [7, 8] entails feeding the input vectors to the 
chip one by one and comparing the output vectors to the pre-
defined correct output vectors. However, because it is based 
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on the principle of exhaustive enumeration, it is more dif-
ficult to implement for large-scale integrated circuits.

To complete the hardware Trojan classification, the detec-
tion method based on side channel information analysis [9, 
10] collects the circuit's side channel leakage information 
(electromagnetic, power consumption, delay information, 
transient current, etc.) and compares the difference between 
the information leaked by the "golden chip" and the Trojan 
chip. Due to its less restricted circumstances and higher detec-
tion accuracy, this method is preferred by a large number of 
researchers both at home and abroad [11] presents a detec-
tion technique based on path delay, the main idea of which is 
to judge the existence of Hardware Trojan based on the rela-
tive delay difference between the circuit to be tested and the 
original circuit [12] proposes a detection technology based on 
power information. This method obtains different data accord-
ing to the power information of the original circuit and the 
circuit to be tested for data preprocessing, and then uses data 
classification algorithms to analyze the data to be tested to 
determine whether there are hardware Trojan. After extract-
ing the electromagnetic information, [13] firstly weakens the 
noise information and reduces the redundancy of the data, then 
preprocesses the data, analyzes the data to be tested by the data 
processing algorithm, and completes the detection of the hard-
ware Trojan by comparing and classifying the electromagnetic 
data. Those methods' fatal flaw is that it is easily influenced 
by the acquisition equipment, and the signal-to-noise ratio of 
the side channel information is frequently inadequate, resulting 
in insufficient acquisition of useful side channel information, 
model bias, and reduced detection accuracy.

The existing solutions to this problem are mainly from 
two perspectives: algorithmic model optimization and data 
enhancement. On the one hand, the algorithmic model opti-
mization focuses on the classifier, the classification capabil-
ity of the classifier is improved by continuously optimizing 
the classification model as well as the loss function [14] 
proposes a deep learning technique for hardware Trojan 
detection that employs deep learning algorithms to extract 
controllability and transfer probability values as Trojan fea-
tures, classifies data using k-means clustering models, and 
eliminates the need for a "gold chip" as a reference. In [15], a 
method for detecting hardware Trojan using recurrent neural 
networks is proposed, which uses n-gram circuit segmenta-
tion techniques to model the target circuit and improves the 
efficiency of Hardware Trojan detection by continuously 
optimizing the recurrent neural network model. The data 
enhancement, on the other hand, focuses on the processing 
of the data to generate more side channel information and 
mitigate overfitting to some extent. In [16], a random shift 
method generates new trajectories by shifting the side chan-
nel trajectories randomly multiple times and appends these 
generated trajectories to the original dataset. A Synthetic 
Minority Oversampling Technique combined with Edited 

Nearest Neighbor is proposed in [17], which expands the 
data by applying SMOTE to all but the largest number of 
classes and then removing the noise in the classes with ENN.

Generative adversarial networks (GANs) have been tried 
in a variety of applications due to their outstanding perfor-
mance in computer vision and text analysis. GANs were  
first proposed in [18], and their biggest advantage is that 
they can automatically learn the distribution of real data. It 
consists of a generator that generates fake data that is similar  
to the original data distribution, completing data augmenta-
tion, and a discriminator that distinguishes between real and 
fake data, both of which are constantly optimized to reach 
Nash equilibrium [19]. Later, GAN-based models such as 
CGAN [20], DCGAN [21], ACGAN [22], and WGAN [23] 
have been proposed. GANs can not only solve the prob-
lem of insufficient side channel information acquisition by 
automatically generating data, but also continuously update 
the generator and discriminator parameters for classifica-
tion model training. In this way, both algorithmic model 
optimization and data enhancement can be achieved simul-
taneously. As a result, this paper presents an in-depth inves-
tigation into the use of GANs and its optimization model 
in the detection of hardware Trojan. The new D2ACGAN 
model, which combines the benefits of CGAN, ACGAN,  
and D2GAN algorithms, is used for side channel information  
generation and hardware Trojan detection in this paper, and  
it is compared to existing CGAN and ACGAN methods: The  
original data is first expanded using the improved D2AGAN 
model, and the potential feature information between the 
data is mined while expanding the data set, and the real 
and false data are used for classification detection by exist-
ing machine learning classification methods. Second, the 
D2ACGAN model is used for the hardware Trojan clas-
sification task, and the model is evaluated by combining  
two factors: time consumption and classification accuracy. 
The experimental results show that the proposed D2AC-
GAN method has better classification accuracy compared  
with the existing machine learning classification methods. 
Meanwhile, the D2ACGAN model has better data generation  
capability and classification performance than CGAN and 
ACGAN methods.

This paper is organized as follows: a brief description 
of the theoretical knowledge of GANs is given in Sect. 2, 
a detailed description of the D2ACGAN model is given in 
Sect. 3, an analysis of the experimental results is given in 
Sect. 4, and a conclusion is given in Sect. 5.

2  Theoretical Discussion of GAN

Generative adversarial network (GAN), as a generative algorithm,  
has become a hot research topic in several fields in recent 
years. Any form of GANs consists of two parts, a generator 
and a discriminator, which are mostly interpreted by neural 
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networks [24]. The relationship between the generator net-
work and the discriminator network is similar to that between 
the counterfeiter and the appraiser, where the generator net-
work is responsible for learning the distribution of the origi-
nal data to generate as much fake data as possible that will 
not be identified, and the discriminator is responsible for 
distinguishing the original data from the fake data as much 
as possible [25]. In this process, the discriminator gives feed-
back for each data generated by the generator, and from this 
feedback, the generator learns how to improve to generate 
more realistic data. Each of them holds an adversarial idea 
to try to beat the other and finally achieve Nash equilibrium 
to accomplish the optimization goal [26, 27]. In this section, 
we present the original GAN and its variant (Fig. 1) in detail.

The original GAN is the simplest GANs method, the input 
of the generator is only random noise and use it to generate 
fake data with similar distribution to the real data, the input 
of the discriminator includes the real sample data and the 
generated fake data, the output is the probability of the real 
and fake data, the optimization function of GAN is as follows.

where, G denotes the generator, D denotes the discriminator, 
pdata denotes the real data distribution, pz denotes the data 
distribution with random noise, D(x) denotes the probability 
that D discriminates the input data as real data, and G(z) 
denotes the fake data generated by the G.

CGAN is an extension of GAN to a conditional model by 
adding some additional information to both discriminator and 
generator, which can be of arbitrary types, such as data labels, 
constraints, etc. [28]. The input of its generator becomes splic-
ing of extra information with random noise, and the input is 
the fake data generated under the constraint of extra informa-
tion. The input of the discriminator becomes the splicing of 
real data, fake data, and conditional information. The optimi-
zation function of CGAN is given by the following equation.

where, y is the additional information for splicing.
ACGAN is a task-driven GAN that differs most from 

CGAN in that the whole structure can discriminate not only 
true and false data but also to classify them. The additional 
information spliced by its generator is category labeling, 
which turns the unsupervised problem into a supervised one. 
The generator consists of two tasks: (1) discriminating real 
data from generated data, similar to GAN and CGAN (2) 
completing the task of classifying all data, either as a binary 
classification problem or as a multi classification problem 
[29]. The objective function of ACGAN is as follows.

(1)
min
G

max
D

V(D,G) = Ex∼pdata(x)

[
logD(x)

]
+ Ez∼pz(z)

[
log (1 − D(G(z)))

]

(2)
min
G

max
D

V(D,G) =Ex∼pdata(x)

[
logD(x|y )

]

+ Ez∼pz(z)

[
log (1 − D(G(x|y )))

]

where Xreal is the real data,Xfake is the generated fake data, 
c denotes the category label, LS denotes the true and false 
discriminant loss, and LC denotes the classification loss. The 
objective of the discriminator D is to maximize LS+LC , and 
the objective of the generator is to minimize LS-LC.

D2GAN creates a very distinctive three-player game 
scenario. It is highlighted by changing the number of dis-
criminators from one to two, which can solve the problem 
of insufficient diversity of samples generated by CGAN 
and ACGAN. The input and output of the generators are the 
same as those of CGAN, and both discriminators receive 
true and false data, with one of them giving high scores to 
the true data and the other to the generated false data. The 
optimization process uses KL scatter and inverse KL scatter 
as a unified optimization objective [30]. The optimization 
function of D2GAN is given by the following equation.

where, D1 and D2 represent the two discriminators, � and �(�
>0, �<=1) are two parameters used to improve the stability 
of the learning process and control the influence of KL and 
reverse KL on the model, respectively.

3  Proposed D2ACGAN Model for Hardware 
Trojan Detection

3.1  Schematic of D2ACGAN

When used for hardware Trojan detection, traditional 
GANs models have the drawback of pattern collapse and 
the need for additional classifier training. When we say 
pattern collapse, we mean that the generator only gen-
erates data with one type of label. If a large number of 
samples are generated that are already skewed in number, 
the data imbalance problem is exacerbated. Furthermore, 
traditional GANs models can often only achieve expanded 
data, necessitating the use of another classifier to solve 
the classification problem, and training the two networks 
separately takes more time and resources. To address the 
aforementioned flaws, we propose a new D2ACGAN 
model, as shown in Fig. 2, which combines the benefits 
of the CGAN, ACGAN, and D2GAN algorithms.

(3)
LS = E

[
logP

(
S = real||Xreal

)]
+ E

[
logP

(
S = fake

|||Xfake

)]

(4)LC = E
[
logP

(
C = c||Xreal

)]
+ E

[
logP

(
C = c

|||Xfake

)]

(5)

min
G

max
D1,D2

V
(
D1,D2,G

)
= � × Ex∼pdata(x)

[
logD1(x)

]

+Ez∼pz(z)

[
−D1(G(z))

]
+ Ex∼pdata(x)

[
−D2(x)

]

+ � × Ez∼pz(z)

[
logD2(G(z))

]
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3.2  D2ACGAN Framework for Hardware Trojan Detection

The framework proposed in this paper aims to synthesize 
high-quality side channel signals for data enhancement and 
improve the efficiency of chip hardware Trojan detection 
to be tested. The whole framework consists of three main 
parts: data acquisition, detection model training, and chip 

hardware Trojan detection. The detailed flow of the frame-
work is shown in Fig. 3.

Stage 1: Data Acquisition The hardware Trojan detection and 
acquisition device consists of five parts: circuit board to be 
tested, electromagnetic probe, amplifier, oscilloscope, and PC.  
The test circuit board is a chip with a 1.8V power, the computer  

Fig. 1  An illustration of GANs
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sends plaintext and key to the encryption chip, the chip 
performs AES encryption and returns the cipher text to the 
computer. During this period, the magnetic field changes on 
the chip surface are detected by an electromagnetic probe. 
A low-noise amplifier is connected between the probe and 

the oscilloscope to provide a certain gain. Then, the electro-
magnetic signal is measured with the oscilloscope and the 
data acquisition starts at the moment of detecting the rising 
edge and is transferred to the computer for storage, which is 
mainly responsible for communication and further analysis. 
The encryption and decryption module of FPGA device run-
ning AES cryptography algorithm is taken as the research 
object, i.e., the original circuit. The carrier type hardware 
Trojan prototype circuit is embedded in the same FPGA 
platform, and the platform encryption and decryption key 
information is broadcast externally through AM carrier, so 
that the Trojan designer can receive encryption and decryp-
tion key by wireless receiver. The work of Trojan circuit is to 
obtain the encryption key while the platform is running the 
encryption operation, and the key information is modulated 
and transmitted to the outside by AM carrier. Before hardware 
Trojan horse detection, the influence of noise information on 
side channel information should be reduced as far as pos-
sible. Generally, the method of multi-volume collection and 
average value can be adopted, which can eliminate part of the 
noise information. Then, the depth model of the auto encoder 
is used to process the side channel data.

Stage 2: Detection Model Training The whole dataset is 
divided into training and test sets, a D2ACGAN-based data 
generation and classification model is established, and the 
network model parameters of the generator and discrimi-
nator are initialized. To complete data augmentation, the 
generator generates fake data by receiving random noise 

Fig. 2  An illustration of D2ACGAN

Fig. 3  D2ACGAN for hardware Trojan detection
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with hardware Trojan category labels. The discriminator 
is also fed the real data from the training set as well as the 
fake data generated during data augmentation. Because the 
discriminator's two tasks, hardware Trojan classification 
and false data, share a single feature extraction network, 
resource competition is unavoidable. As a result, the dis-
criminator's last layer is implemented with two independent 
fully connected layers to improve the independence of the 
two tasks and avoid mutual influence. The two discrimina-
tors are trained in turn before continuing to train the genera-
tor, and Nash equilibrium is achieved by alternating training 
several times.

Stage 3: Hardware Trojan detection Build the hardware 
Trojan classification model of the chip to be tested using 
the augmented dataset. The trained discriminator in Stage 2 
is used as the hardware Trojan classification model in this 
stage, and the test set enters this model to complete the real 

and fake data discrimination and hardware Trojan detection, 
and output the classification results.

A deep generative adversarial structure based on D2AC-
GAN sits at the heart of the entire framework. As input val-
ues, random noise is coupled with feature labels containing 
hardware Trojan categories, and different labels help generate 
varied side channel information, which aids model conver-
gence. The generative network consists of a 5-layer network 
structure, as illustrated in Fig. 4, and the random noise is 
merged with the category label vector in the input layer of 
the generative network, where n is the number of hardware 
Trojan categories. There are 512 neurons in the first two inter-
mediate layers and 1024 neurons in the third intermediate 
layer. The activation functions of the three layers are all Relu, 
and each layer is connected using batch normalization. The 
output layer contains 1024 neurons and the activation function 
is linear. For the dual discriminator, we use the same network 
structure, as shown in Fig. 5. The true and false side channel 

Fig. 4  Generator of D2ACGAN

Fig. 5  Discriminator of D2AC-
GAN
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Fig. 6  Visualization of real and 
generated data
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information is combined with the feature labels into the input 
layer of the discriminator network, respectively. The middle 
layer is two fully connected layers with 512 neurons and the 
activation function is Leaky Relu. The output layer is two 
fully connected layers with no interference and the activation 
functions are sigmoid and softmax.

4  Experimental Verification

4.1  Generated Data Results Analysis

In this section, we compare the generation effects of both 
power consumption and electromagnetic side channel infor-
mation by different generation models. The original data and 
2000 randomly selected sample points from the two types of 
generated data are acquired and their power consumption and 
EM side channel information is visualized as shown in Fig. 6.

Figure 6 roughly demonstrates the similarity between 
the original data and the data generated by different gen-
erative models. Specifically, a-1—a-4 are the visualization 
plots of power consumption information for the original 
data, CGAN-generated data, ACGAN-generated data, and 
D2ACGAN-generated data, respectively, and b-1—b-4 are 
the visualization plots of EM information for the original 
data, CGAN-generated data, ACGAN-generated data, and 
D2ACGAN-generated data, respectively. It can be roughly 
seen from the plots that the three generation models have 
different learning abilities for the two side channel informa-
tion; D2ACGAN has the strongest learning ability and the 
generated data are most similar to the original data, ACGAN 
is the second, and CGAN has the worst learning ability and 
the lowest similarity to the original data; in addition, the 
electromagnetic side channel information is easier to be 
learned compared with the power consumption information.

Table 1  Similarity comparison 
of different generation models on 
Power and Electromagnetism data

Model Power Electromagnetism

ED CS PCC ED CS PCC

CCAN 7.6978 0.1727 0.0099 3.4893 0.0398 0.2527
ACGAN 5.3291 0.1065 0.7450 1.1673 0.0115 0.7758
D2GAN 5.1001 0.0964 0.7708 1.0492 0.0100 0.7971
D2ACGAN 1.3477 0.0241 0.9614 0.3284 0.0023 0.9786

Table 2  Classification accuracy 
of 5 classifiers under different 
data augmentation strength of 4 
generation models

The classification results of the five classifiers on the original data are 69.80%, 69.60%, 70.10%, 69.80%, 
and 69.30%, respectively

Model Classification accuracy (%)

1000 3000 5000 7000 10000

CNN CGAN 95.53 95.70 95.99 96.07 96.31
ACGAN 95.60 95.91 96.27 96.48 96.86
D2GAN 95.66 96.01 96.33 96.64 96.84
D2ACGAN 95.92 96.24 96.45 96.72 97.04

GB CGAN 71.91 71.95 72.07 75.53 79.26
ACGAN 72.82 76.38 77.27 79.96 83.00
D2GAN 73.03 75.11 72.26 75.95 80.27
D2ACGAN 75.01 72.23 72.29 74.04 77.30

LR CGAN 71.45 72.23 72.29 74.04 77.30
ACGAN 73.45 73.31 73.80 74.69 78.11
D2GAN 73.61 73.84 74.09 75.14 78.42
D2ACGAN 73.72 74.26 75.55 76.40 79.90

RF CGAN 72.09 75.31 75.13 77.18 79.20
ACGAN 72.09 75.77 76.24 79.33 83.12
D2GAN 73.85 75.84 79.58 80.05 83.66
D2ACGAN 74.90 76.98 80.09 80.12 83.88

SVM CGAN 71.91 74.31 74.67 75.53 76.94
ACGAN 73.18 74.92 77.53 79.96 81.25
D2GAN 73.51 75.28 78.68 80.44 82.65
D2ACGAN 75.57 77.12 80.48 81.91 84.33
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We utilize several statistical measures to quantify the 
similarity of the generated data to the original data in Fig. 4 
to more properly compare the capacity of different genera-
tive models to generate data. Traditional GANs for image 
generation mostly use inception score (IS) [31], the Frechet 
inception distance (FID) [32], and sliced Wasserstein dis-
tance (SWD) [33] to measure the generative effect. However, 
our experimental data is one-dimensional, those methods 
are only applicable to two-dimensional data, but not to our 
experimental data. Therefore, we choose Euclidean distance 
(ED), cosine distance (CS) and Pearson correlation coeffi-
cient (PCC) to measure the similarity between the original 
data and the generated data. Therefore, we choose Euclidean 
distance (ED), cosine distance (CS) and Pearson correla-
tion coefficient (PCC) to measure the similarity between the 
original data and the generated data, as shown in Table 1. 
The two distances between the original data and the real 
data are represented by ED and CS, with smaller values indi-
cating greater similarity, while PCC represents the linear 
relationship between the original data and the real data, and 
larger values indicate the higher similarity.

The statistical metrics in Table 1 show the average per-
formance of the three generation models. As can be seen 
from Table 1, for both side channel information, the statisti-
cal metrics of D2ACGAN generated data are significantly 
better than the other three generated models, indicating that 
its generated data have the highest similarity to the original 
data and the best generation effect, which is consistent with 
the visualization results of Fig. 6.

Based on the generated dataset, we compared the results 
of using five classifiers, Convolutional Neural Networks 
(CNN), Gradient Boosting (GB), Logistic Regression (LR), 
Random Forest (RF), and Support Vector Machine (SVM), 
for the data generated by the four generation models, as 
shown in Table 2.

As shown in Table 2, the hardware Trojan detection based 
on data enhancement is very effective. The results illustrate 
two conclusions: First, the classification accuracy of the 
unadded balanced dataset is significantly lower than that of 
the added augmented dataset, and the classification accu-
racy of all five classifiers shows an increasing trend with the 
increasing intensity of data augmentation, indicating that the 
more generated data are added, the better the classification 
effect is; Second, regardless of the data enhancement inten-
sity, the classification accuracy of the classifiers trained by 
the generated data of CGAN, ACGAN, D2GANand D2AC-
GAN tends to increase gradually, implying that D2ACGAN 
can solve the pattern collapse problem more effectively, fur-
ther validating the previous results of Fig. 6 and Table 2. In 
summary, the data generated by the D2ACGAN model is 
most similar to the original data and can obtain the best clas-
sification accuracy on different classifiers.

4.2  Hardware Trojan Classification Results Analysis

The model used in this paper aims to expand the side channel 
information and improve the detection accuracy of hardware 
Trojan. Therefore, after comparing the ability of recursive 
GANs to generate data, we further compare their hardware 
Trojan classification ability. Since CGAN does not complete 
the classification task, we choose the CNN method with the 
best classification effect in Table 2 combined with CGAN 
and ACGAN, D2GAN, D2ACGAN to compare the hard-
ware Trojan classification results, and the specific results 
are shown in Table 3.

After the network training is completed, Table 3 illus-
trates the mean, maximum, minimum, and variance of the 
accuracy of the three different models. D2ACGAN has the 
highest mean, maximum, and minimum values, indicat-
ing that it has the best classification effect, D2GAN has 
the second-best classification effect, CGAN+CNN has the 
third-best classification effect, and ACGAN has the worst 
classification effect; additionally, D2ACGAN has the small-
est variance, indicating that it is more stable than the other 
three models.

In addition, we compare the training and classification 
time consumption when different models reach stability in 
the hardware Trojan classification scenario, and the results 
are shown in Table 4.

Table 3  Classification accuracy mean value, maximum value, minimum 
value and variance of different models

Model Mean value Max value Min value Variance

CGAN+CNN 95.92 96.37 95.46 3.6 × 10
−5

ACGAN 95.90 96.30 95.51 3.1 × 10
−5

D2GAN 96.03 96.52 95.94 2.7 × 10
−5

D2ACGAN 97.08 97.33 96.64 1.1 × 10
−5

Table 4  Consuming time (s) of 
different models

Consuming time(s) Model

CGAN+CNN ACGAN D2GAN D2ACGAN SVM

Training time 14302 8184 8658 9250 6336
Classing time 5.7 × 10

−5
5.9 × 10

−5
6.2 × 10

−5
6.3 × 10

−5
8.8 × 10

−5
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The analysis results show that the CGAN+CNN method, 
which requires training two models, consumes the longest 
time, with a training time of 14302s alone, D2ACGAN takes 
a little longer than ACGAN because it has to train two dis-
criminators, and SVM, which does not involve the training 
process of deep learning, has the shortest training time.

Combining the results of Table 3 and Table  4, SVM 
takes the least time but has the worst classification effect; 
CGAN+CNN has a higher classification accuracy but also the 
highest time cost; ACGAN takes less time and has an average 
accuracy; D2ACGAN takes the middle time and has the best 
classification effect, so D2ACGAN is the better model under 
the consideration of both time and classification effect.

To further verify the classification ability of D2ACGAN, 
we used it for a multi-classification hardware Trojan classifi-
cation task. The experimental dataset contains four hardware 
Trojans, and the results are shown in Fig. 7.

Figure 7 shows that the D2ACGAN method has the same 
high detection results for multi-classification hardware 
Trojan detection. Especially for Trojan-4, the classification 
accuracy reaches 100%.

As shown in Table 5, this paper also makes a comparison 
with network-related methods. The same dataset that was 

used in the experiment in this paper was used in all compara-
tive experiments. Additionally, it is seen to be the case that, 
compared with the literature [34–36], the proposed detection 
model improves the detection accuracy effectively.

5  Conclusion

This paper proposes a new hardware Trojan detection 
method based on D2ACGAN model. This method combines 
the network structure of ACGAN and D2AGN, which can 
improve the quality of generated data and the detection 
accuracy of the hardware Trojan, and solve the problems 
of insufficient acquisition of side channel information and 
low detection rate during hardware Trojan detection. We 
conducted several validation experiments on the data set, 
and the experimental results show that, measured math-
ematically, our method can generate fake data closer to the 
original data than CGAN, ACGAN, and D2GAN. At the 
same time, the data generated by D2ACGAN is used to train 
the classification model for hardware Trojan detection, and 
the accuracy rate can reach 97.04%, which proves that our 
method has better scalability. In addition. We also use dif-
ferent models to complete binary and multi-classification 
Trojan detection, and compare with the existing detection 
methods. The results show that the detection accuracy of 
D2ACGAN reaches 92.41%, which is significantly higher 
than the other three methods.

Acknowledgments We thank all the reviewers for their helpful feed-
back and advice. This work was supported by Natural Science Founda-
tion of Tianjin (No. 19JCYBJC15300).

Fig. 7  D2ACGAN classification 
accuracy for Trojan 1-4

99.81

99.97
99.96

100

99.7

99.75

99.8

99.85

99.9

99.95

100

100.05

Trojan-1 Trojan-2 Trojan-3 Trojan-4

Ac
cu

ra
cy

Types of Trojans

Classifica�on Accuracy for Trojan 1-4

Table 5  Classification results of network-related methods

Model Name Accuracy Precision Recall F1 Score

D2ACGAN 92.41 90.12 90.75 89.92
[34] 75.10 76.41 71.26 76.45
[35] 81.25 80.38 79.14 80.73
[36] 85.63 83.02 79.44 81.82
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