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ABSTRACT Millimeter wave (mmWave) communication can meet the requirements of vehicle-to-
infrastructure (V2I) systems, for high throughput and ultra-low latency. However, searching for the optimal
beamforming vectors in highly dynamic environments, incurs considerable training overhead. And it is a
huge challenge to achieve beam alignment between receivers and transmitters. This paper proposes a beam
alignment algorithm based on vehicle position information, to achieve fast beam alignment in the V2I
network. In the proposed algorithm, a roadside unit (RSU) obtains a set of candidate beams by the vehicle
position information and the double deep Q network (DDQN) algorithm. Then, according to the criterion of
maximizing the system spectral efficiency, the optimal beam of the candidate beam set is obtained by the
exhaustive search, to achieve fast beam alignment. In this paper, the DeepMIMO dataset is utilized to fully
consider the actual scene of V2I, and the effect of Doppler expansion is taken into account in the mathematical
model. The simulation results show that the received signal-noise ratio (SNR) of vehicle at different positions
is greater than the SNR threshold, which avoids communication interruption and improves the reliability of
V2I communications. Meanwhile, we also evaluates the effect of vehicle speed. Compared with other search
schemes, the proposed scheme attains higher transmission rates, effectively balances the training overhead
and achievable rate, and is suitable for mmWave V2I networks.

INDEX TERMS  V2I, roadside unit (RSU), beam alignment, deep reinforcement learning, Markov decision
process (MDP).

I. INTRODUCTION

N RECENT years, with the continuous development of

the Intelligent Transportation System (ITS), onboard ser-
vices have been increasingly enriched, and a comprehensive
transportation system with high efficiency, low energy, and
high reliability has been gradually formed [1]. To achieve
vehicle-to-everything (V2X) communication [2], each vehi-
cle application requires higher transmission rates and lower

delays. However, current internet of vehicles (IoV) communi-
cation technologies cannot meet the requirements of the next
generation onboard applications [3].

As a result, millimeter wave (mmWave) communications
are considered a high-potential solution that can improve
available bandwidth and spectral efficiency. The mmWave
frequency band ranges from 30 GHz to 300 GHz, and
supports communication with high transmission rates and
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ultra-low delay [4]. However, it also face some technical
challenges. First, it is sensitive to blocking, weak diffraction,
and high path loss, which cannot be ignored [5]. The signal
noise ratios (SNR) of line-of-sight (LoS) and non-line-of-
sight (NLoS) links are different, which affects the reliability
of IoV communication. Second, the transceivers are usually
equipped with large antenna arrays to compensate for the
attenuation of mmWave [6]. Large antenna arrays require a
large amount of training overhead when adjusting the beam-
forming vector, that limits the communication capability of
moving vehicles.

In addition, the large antenna array of mmWave communi-
cation generates a narrow beam. It leads to many alternative
beams, and requires a lot of training overhead to achieve
beam alignment [7]. Therefore, the efficient beam align-
ment between the receiver and transmitter is critical. When
a vehicle travels from one location to another, the previously
aligned beams may no longer be valid, and thus need to be
re-aligned. For a beam search scheme with high complexity,
if we consider re-searching the beams at a new location,
the vehicle will have already moved to the next location.
Therefore, the beam obtained will not be optimal at the
new position. In addition, if beam alignment is not timely,
the system throughput will be reduced, and communication
interruptions will occur. It is worth noting that the power
of A inter-carrier interference (ICI) [8] resulting from Doppler
spread cannot be ignored in vehicle moving scenarios, which
can have an impact on the accuracy of beam alignment.
Based on the above analysis, it can be found that the narrow
beam alignment between base station (BS) and vehicles is
challenging [9]. To solve the above challenges, efficient beam
alignment algorithms should be designed to achieve fast beam
alignment, reduce training overhead and establish reliable
communication links.

This paper proposes a beam alignment scheme in
the mmWave vehicle-to-infrastructure (V2I) system. The
algorithm combines the double deep Q network (DDQN)
algorithm with vehicle position information. It identifies
the best beam by maximizing the system’s spectral effi-
ciency. The contributions of this paper can be summarized as
follows

o We establish a beam alignment model for mmWave V2I.
Based on the model, we formulate a beam alignment
optimization problem, and model the beam alignment
problem on the RSU. Compared to most of the existing
V2I works, we consider the ICI caused by Doppler
expansion due to vehicle movement.

o We combine the DDQN algorithm with vehicle position,
and propose a beam alignment scheme. First, a set of
candidate beams is obtained by the DDQN algorithm.
Then, according to the criterion of maximizing the sys-
tem spectral efficiency, the optimal beam is identified
from the candidate beam group by exhaustive search.
In this paper, we utilize the DeepMIMO dataset, which is
more closely aligned to the channel of the street scenario
of V2I.
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o The paper compares the proposed scheme with sev-
eral other algorithms, in terms of several performance
evaluation metrics. The simulation results show that
the proposed scheme can effectively improve the trans-
mission rate of the mmWave V2I system, and avoid
communication interruptions. Meanwhile, it effectively
weighs training overhead and achievable rates.

The rest of this paper is organized as follows. Section II
provides an overview of related work. Section III introduces
the system model, including the channel and antenna model.
Section IV presents the problem of beam alignment and the
proposed algorithm. Section V compares the performance
of the proposed algorithm with several algorithms. Finally,
Section VI concludes this paper.

Il. RELATED WORK

There are many works on mmWave beam alignment. Beam
alignment schemes for mmWave multiple-input multiple-
output (MIMO) systems, typically perform an iterative search
of beam combinations, to find the beam pair with the high-
est signal gain. It brings a huge overhead. Reference [10]
proposed a DDPG method for referenceless beam align-
ment based on RF fingerprints of user devices. However,
the mmWave channel used does not consider the V2I sce-
nario with Doppler effects and training overhead. Meanwhile,
DDPG adept at dealing with the continuous action space,
may not perform well in discrete actions. Reference [11]
proposed a referenceless beam alignment with a deterministic
approach. It also requires high operational time to detect
the beam. It is not easy to achieve narrow beam alignment
between RSU and vehicles in the V2I system. One of the
challenges is that it takes a lot of training overhead, to adjust
the beamforming vector of large antenna arrays.

To reduce the overhead of beam search, Zhang et al. [12]
proposed a hierarchical search algorithm, which reduces the
number of beam searches through two stages, including
sector-level scanning and beam refinement. However, it does
not significantly reduce the search complexity. For spatial
reuse, Han [13] and Rasekh [14] proposed to convert the
mmWave channel estimation problem into a sparse recon-
struction problem by taking advantage of the sparsity. They
used compressed sensing technology to effectively estimate
the parameters of the sparse channel. Compared with exhaus-
tive search, it can reduce the training overhead. However,
the training overhead is still high that is proportional to the
number of antennas. In addition, The compressed channel
estimation technique usually makes complex assumptions
about the channel, which leads to uncertainty about the prac-
tical feasibility of the technique.

To further reduce the training overhead, References [15],
[16], [17], [18], [19], [20], and [21] proposed a scheme
based on side information to achieve beam alignment. These
schemes are more suitable for high-speed mobile commu-
nication. In V2I system, communication mainly considers
LoS, and beam direction at the next moment can be predicted
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according to the movement information, such as vehicle
position and speed [22], [23]. Reference [19] proposed a
beam alignment algorithm for inverse fingerprint recognition,
which provides candidate beam groups for different vehicle
locations through prior measurements about received power
at a given location. But the inverse fingerprint database relies
on the pre-established database, and updates are iterative and
slow. Additionally, large-scale deployment incurs significant
overhead. In Reference [21], a data-driven position-assisted
scheme with tensor is proposed to reduce the training
overhead in MIMO systems, by utilizing vehicle position
information and field measurements. However, the tensor
completion method is sensitive to noise and computation-
ally complex. Reference [24] proposed an adaptive beam
alignment algorithm based on DDQN-RER, to dynamically
adjust the beam direction. Although it employs a prioritized
empirical replay mechanism, that gives more importance to
useful samples, it does not work well when the number of
samples are small, with additional training overhead. Refer-
ence [25] proposed a DDQN algorithm for beam training,
but the effect of Doppler is not considered. Reference [26]
combines a vehicular traffic simulator with a ray-tracing sim-
ulator, to generate 5G channels. However, the DQN algorithm
used does not take into account the overestimation, and the
beam training overhead. Meanwhile, there are no remaining
comparison algorithms in the simulation and fewer evaluation
metrics.

Based on the above analysis, it can be found that major-
ity of current works ([9], [10], [26], [27], [28], [29]) only
use common channel models (e.g., 3GPP 38.901, Saleh-
Valenzuela, and other channel models), that do not take into
account actual V2I communication scenarios. It is worth
noting that the algorithms in most of existing work suffer
from high training overhead, and poor applicability to the
V2I scenario. Meanwhile, ICI caused by Doppler expansion
cannot be ignored, and have a considerable impact on the
performance of V2I communication. Unfortunately, the exist-
ing V2I works ([9], [10], [12], [16], [22], [24], [25], [26],
[27], [28], [30]) do not consider it. Also, the trade-off of
overhead-performance in beam training is not evaluated in
most of the present work. Meanwhile, they do not adequately
compare existing algorithms or performance evaluation met-
rics. Table 1 describes the differences between this paper and
related work.

lll. SYSTEM OVERVIEW

A. SYSTEM MODEL

In this section, we introduce the system model of beam
alignment in mmWave vehicular system, the channel model,
and the antenna model. The system model is shown in Fig. 1,
where the RSU serves vehicles by the mmWave band, in a
service area G. We assume the RSU is at a fixed position and
height, and equipped with an antenna array of N; elements.
The vehicle uses a single antenna with omnidirectional com-
munication, whose position at time 7 is denoted as g(¢) € G.
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FIGURE 1. System model of beam alignment in mmWave
vehicular networks.

Further, the RSU systems is assumed to employ the analog
beamforming architecture. Then, the received signal at the
vehicle side is expressed as

y=+PH fs +n, (1)

where y is the received signal, P; is the transmission power
of RSU, H is the mmWave channel matrix, and f =
[fl, fo, e, th]T is single beamformer of the transmitter.
Besides, s and n denote the transmitted symbol and the Gaus-
sian white noise with N¢(0, o2), respectively.

B. CHANNEL MODEL

We assume a uniform linear array (ULA) antenna on the RSU.
The mmWave channel between the RSU and vehicles is mod-
eled with the popular Saleh-Valenzuela channel model [31].
The channel between the transmitter and receiver is expressed
as

L
H =" aa.(¢].0))a;(¢]. 6}, @)
I=1
where L is the number of propagation paths, and ¢; is the
complex path gain of the /th path (including the path loss).
And ¢, 0] are the /th path azimuth and elevation angles of
departure at the transmit antennas, while ¢l’, 67 are the /th
path azimuth and elevation angles of arrival at the received
antennas, respectively. Moreover, a,(¢], 6/) and a,(¢;],6])
are the transmit and receive array response vectors, respec-
tively. The array response vectors for UPA arrays are defined
in [31]. It is worth noting that for mmWave frequencies,
the measurements [32] show that the channels are typically
sparse in the angular domain, resulting in a small number of
channel paths L (normally in the range of 3-5 paths).
We assume the UPA antenna of RSU is in the yoz plane
with M, and M, elements, respectively. The array response
vector of the transmitter is expressed as

a(d)’ 9) — [1’ e ejkd(msin(¢) sin(9)+ncos(9))’
MM,
e e/’kd((Myfl)sin((p)sin(9)+(szl)cos(€))]T’ 3)
where k = ZT” is a constant, A is the wavelength, d is

the antenna array element spacing, m is the mth row in
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TABLE 1. Differences between this paper and related works.

Research . . Performance Comparison Overhead
Object Algorithm Channel data . Doppler
scene indicators scheme evaluation
) DQN
Received SNR
Ali t probabilit DDQN-PER
ignment probabili
this paper V2I Max(SE) DDQN DeepMIMO e K p Y exhaustive search v 4
Achievable rate . .
. X hierarchical search
Achievable rate ratio K L
Bayesian optimization
multiple fingerprints
91 V21 Max(RSS) DNN Saleh-Valenzuela RSS single fingerprint X X
LOS
Oracle
Max BS-Sweep
[10] A\ DDPG Saleh-Valenzuela Average sum rate i X X
(mean rate of UE) Vanilla DDPG
BSO&Angle Oracle
Min a blind protocol design of X X X .
[15] V2l B K Ray tracing simulations Sum Spectral Efficiency Upper bound X X
(possible blockage) the precoders/combiners
moving UE Energy efficienc MAB
[25] ¢ Max(EE/SE) DDQN 3GPP TR 38.901 ey efficiency _ X v
and BS Spectral efficiency Maximum reward
Max
[26] V21 ] DQN 5GMdata Average reward X X X
(effective channel)
Max A wideband geometrical Alignment Rate reed:
271 Va1 MAB £ £ greecy X v
(UCB score) channel model 3dB Power Loss e-greedy
Max coordinated alignment . .
[28] V21 L X Saleh-Valenzuela Effective rate exhaustive search X X
(Transmission rate) with beams subsets
mmwave Max Bayesian X OMP method
[29] X X L Saleh-Valenzuela Spectral efficiency X X
system (received signal) Optimization TS-based MAB
Max Prediction Accurac; range-velocit;
30] val DNN DeepSense 6G Y & Y X v

(Beam Prediction Accuracy)

Complexity radar cube

Major lobe

Beam side lobe

FIGURE 2. The mmWave antenna pattern.

the antenna array, 0 < m < M, — 1, and n is the nth
column in the antenna array, 0 < n < M; — 1. The size
of the antenna array is My x M,. We assume omnidirec-
tional reception with a single antenna at the vehicles, that is

a,(¢,0) = 1.

C. ANTENNA MODEL

The mmWave directional antenna pattern of RSU and vehi-
cle approximates a two-dimensional ideal sector antenna
model, to facilitate the analysis of directional antenna
gain. It is shown in Fig. 2, whose antenna gain is
expressed as

27 — (2w —¢)g’ 0] < ?
G(O) = é 2
8 otherwise ,

“

where 6 represents the angle of alignment error between RSU
and vehicle, ¢ represents the half-power beamwidth, and g
denotes the side lobe gain with 0 < g <« 1.
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IV. PROBLEM FORMULATION AND THE

PROPOSED ALGORITHM

The beam alignment problem in the mmWave vehicle net-
work is formulated in this section. Then a beam alignment
algorithm based on vehicle position information combined
with DDQN is proposed.

A. PROBLEM FORMULATION

The goal of beam alignment in this paper is to design the
analog beamformer, to maximize the system spectral effi-
ciency with minimizing the training overhead. For mmWave
beamforming, we assume that the beam is selected from a
pre-defined beam codebook F = {fl, fr, ..., th}, |F| =
N;. Based on the system and channel models, the spectral
efficiency is expressed as

R=1 (1 1 ’HH f‘z) )
= 10 —_— .
£2 02+ Pyt

where P; is the transmit power of the RSU, and o2 is the
noise power. In this paper, to quantify the ICI power caused
by Doppler expansion in V2I communication, we adopt the
current widely used ICI approximation model [8] is expressed
as

1
Picr =1 —/ (1 = Izh)Jo (27famaxTsT) dT,  (6)
-1
where T denotes the symbol duration, and Jy (-) is the first

class zero-order Bessel function. Moreover, fg max = V - fe/c
represents the maximum Doppler spread, where v is the speed
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of the car, f, and c represent the carrier frequency and the
speed of light, respectively.

If the channel is known, then the design problem of the
analog beamformer can be expressed as

* Pt H 2
f* =argmaxlog, (1 + ———|H"f; (7a)
feF o~ + Picr
st. feF 1<i<N, (7b)
12 =1,1<i <N, (7c)

where fj is the ith beamforming vector in the RSU’s beam
codebook F. With the constraints (7b) and (7c), the phase
shifter only changes the signal’s phase, not the signal’s
amplitude, so the beamforming vector has a constant mod-
ulus value. It should be noted that the narrow beamwidth
of mmWave communication requires extremely high beam
alignment accuracy in real V2I system. Inaccurate beam
alignment may lead to frequent communication interrup-
tions and increased communication delays. Moreover, the
process of real-time beam alignment consumes computa-
tional resources that cannot be ignored. However, vehicles
and infrastructures have limited resources, which requires
the algorithms to make a good trade-off between training
overhead and accuracy. To address this challenge, our goal
is to design a solution that finds the optimal analog beam-
forming vector that maximizes the spectral efficiency with
low training overhead.

B. PROBLEM DECOMPOSITION

We propose to achieve beam alignment by providing a set of
candidate beams C C F for a given vehicle location by deep
reinforcement learning (DRL). And the best beam is obtained
from the C by the exhaustive search at RSU. The process of
beam alignment assisted by position information is shown in
Fig. 3.

The algorithm can be divided into four steps. In Step 1, the
vehicle sends an uplink transmission request and the global
positioning system (GPS) coordinates g(z) of the current
position to the RSU. In Step 2, the RSU conveys the vehi-
cle position’s GPS coordinates g(¢) to the cloud. The cloud
obtains a set of candidate beams C by DRL network. In Step 3,
according to the criterion of maximizing the system spectral
efficiency, the RSU obtains the corresponding beamforming
vector f* from C by the exhaustive search. In Step 4, the
RSU communicates with the vehicle by f* for the subsequent
uplink or downlink data transmission.

Due to the high speed of vehicle, the GPS coordinates
of vehicle position need to be discretized. Suppose RSU

service area of the rectangle is G = [Xo, Xena] X [Y0, Yenal-
We divide the lanes among the model into multiple uniform
grids, according to the x-axis resolution A, and the y-axis
resolution Ay. Therefore, the discrete GPS coordinates are

defined as g = (gx, 8y) € é, and we define the position
labels that is p = (py, py) with p, € {1,2,..., L} and p, €
{l, 2., Ly}, where L, = ()%?XO—‘ and L, = {%—‘

y
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RSU Vehicle

Deep reinforcement
learning algorithm

Stepl:
a transmission request,
provide GPS coordinate g(¢)

Step2:
Get a set of candidate C
beam by DRL based on g(r)

vector f* from candidate beam set C
through exhaustive search

Step3: /
RSU selects the best beamforming )

Training Phase

Transmission Phase
Step4:

The RSU establishes communication /
with the vehicle through the optimal /

beamforming vector f

FIGURE 3. The process of beam alignment based on the position
information.

And [x] is a ceiling function. The function p(g) maps the

coordinate g € G into the discrete position label p, that is
expressed as

IR Y I P )
e (i el R vl

where |x| represents the floor operation. The value of A,
should be chosen based on the beamwidth of the beamform-
ing vector, and the value of Ay is the width of each lane.
Therefore, when the vehicle is in the discretized position, the
maximum spectral efficiency is expressed as

R’ = maxlog, (1 + L‘H”f‘z )
feF o2+ Picr '

C. DEEP REINFORCEMENT LEARNING
The mathematical reinforcement learning theory is based
on the Markov Decision Process (MDP) [33]. An MDP is
abstracted by a tuple (S, A, R, P, y) [34], where S repre-
sents the state space, A denotes the action space, R denotes
the reward function, P represents state transition probability,
and y represents discount factor. At each time ¢, the agent
observes the state s; and performs an action a; based on the
current state and strategy. Then the agent receives an imme-
diate reward r; and transits a new state s;;1. The objective
of the agent in the DRL is to choose the suitable action
by continuously interacting with the environment, ultimately
maximizing the cumulative discounted reward value, that is
expressed as

oo

Ri=rq+yr+yirna+...= Z)/k”t+k+1, (10)

k=0
where y € [0, 1] is the discount factor. The action value func-
tion Q" (s, a) is defined as the expected reward after taking
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action a; at state s; given the strategy i, that is expressed as
Q" (s,a) =E[R|s; =s,a; = a, 7]. (11)

Based on the above definition, solving the MDP is to
find the optimal strategy 7 * that maximizes the action value
function Q7 (s, a), i.e., 7* = argmax Q" (s, a). Thus, the

a

optimal action value function is expressed as

0" (s,a) = max Q7 (s, a), s € S.a € A. (12)

In the DQN algorithm, the weight and bias parameters 6
of a fully connected layer (often used in combination with
a convolutional layer) are utilized to approximate the opti-
mal action value function [35]. Specifically, O(s, a; 0) =~
O™ (s, a). The same action value function is used to calcu-
late the target value when selecting and evaluating actions,
so DQN have the overestimation problem. Therefore, Has-
selt [36] proposed the DDQN algorithm to address the
overestimation problem. The main idea of DDQN is to sepa-
rate the selection and evaluation of actions when calculating
the target value. In the updating process, two networks learn 6
of the main network and 6’ of the target network, respectively.
DDQN first selects the action corresponding to the maximum
Q value in the current Q network, and calculate the target Q
value by the selected action in the target network. The target
Q value is expressed as

yi =10+ yQ (41, argmax O(s; 41, ar413 0); 6'),  (13)
ag+1
where Q denotes the current Q value, and Q’ denotes the target
Q value. 6 is updated by minimizing the loss function L(6)
and it is expressed as

L(©®) = E[(y — Q(sr41, a; 6))*]. (14)

RL and supervised learning are commonly used algorithms
in beam alignment. The main difference is that RL empha-
sizes learning by interaction with the environment without
explicit labels. However, supervised learning requires a large
dataset with pre-labeled data, and may quickly decline in
performance when the environment changes. RL is capa-
ble of dynamically adjusting beams through exploration and
exploitation strategies to optimize communication quality,
a feat that is difficult to achieve with supervised learn-
ing. DDQN reduces the overestimation error by using two
Q-networks, that avoids large fluctuations during the learning
process. It is particularly important for dynamic V2I commu-
nication environments. While existing deep learning methods
are effective in some respects, DDQN offers unique advan-
tages in dealing with dynamic environments, optimizing
long-term performance, reducing reliance on large amounts
of a priori knowledge, and improving accuracy and stability.

D. PROPOSED ALGORITHM

In this section, the problem of beam alignment is modeled as
an MDP that is solved by DRL. The RSU acts as the agent,
and the vehicle traffic is the environment sensed by the RSU.
The RSU can perceive the current state of the environment,
and act to obtain the corresponding reward. The learning goal
is to maximize the reward obtained by the RSU. The state,
action, and reward function are defined as

(1) State: For beam alignment based on vehicle position
information, the RSU can obtain changes in its external envi-
ronment through onboard sensors, such as GPS, to determine
the vehicle position coordinate g(z). Therefore, the state is
defined as the location of the vehicle. At time ¢, the state can
be represented as s; = {p(¢)}.

(2) Action: At time ¢, the agent performs an action a; in the
action space A according to the strategy 7, after obtaining
the state s; by the onboard environment sensor. It establishes
the mapping between the vehicle position and the beam.
Therefore, the action is defined as all possible simulated
beamforming vectors at the RSU. At time ¢, the action can
be expressed as a; = {f1 ), H@), ..., fN,(t)}.

(3) Reward function: To evaluate the effect of the selected
action ay, the system spectral efficiency is taken as the instan-
taneous reward returned, as shown in (15), at the bottom of
the page. When the received SNR is greater than or equal to
the SNR threshold 4,,;,, the instantaneous reward is defined
as the system spectral efficiency. Otherwise, it is equal to O.

In the problem of beam alignment, the state space S and
the action space A are discrete. The DDQN algorithm is
used to solve the problem. Fig. 4 shows the DDQN-based
agent architecture, and how the agent interacts with the envi-
ronment. To overcome the learning instability and reduce
the correlation among training samples, an experience pool
D is used to store the transitions (s, ar, 1, Sz41). First, the
next state s;41 is employed by both the main network and
target network to select the action and evaluate its value,
respectively. Then, the discount factor y and the reward r; are
used to calculate the target value y,;. Next, the loss function
is calculated to update the main network parameters 6 by the
gradient descent method.

Algorithm 1 describes the process of the beam alignment
neural networks based on DDQN. We first initialize the
experience pool D for offline learning that shuffles data cor-
relations and the action value main network with 6. Observe
the initial state s¢ and select action ag ~ my(sg). At each
time step, an action a, is randomly selected by the ¢ —greedy
strategy [37] with probability ¢. With probability 1 — ¢, the
action ¢, = arg max Q7 *(s,, a) is selected. According to the

a
environment feedback, the next state s¢; and the correspond-
ing reward value r; are generated. Store (s;, a;, 7, S;41) as a

0’

VOLUME 2, 2024

P
log, (1 + 2—’|HHf,~(z)|2) ,1<i<N;, SNR > thmin
o°+Pict

(15)
SNR < thmin
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FIGURE 4. DDQN-based agent neural network architecture.

Algorithm 1 Beam Alignment Neural Network Training
Algorithm Based on DDQN
Require: mini-batch size B, learning rate o, discount factor
y, the capacity of the experience pool D, the number
of episodes J, and the update step C of target network
parameter;
Ensure: the experience pool D = {, initializes the action
value function Q7 (s, a) with random parameters 6;
1: for episode =1,2,...,J do
2 Observe initial state sg and select action ag ~ g (s0);
3: fort=1,2,...,Tdo
4: Select a; with probability e, and select @, =
argmax Q" (s;, a) with probability 1 — &;

5: Perform action a;, get reward r; according to (15)
and observe the next state s;41;
6: Store sample (s, ar, 17, Sz4-1) into the experience
pool D;
end for

8:  Mini-batch (sy, a;, 1, s;4+1) with sample number B is
randomly selected from the experience pool D;

9:  The loss function is calculated according to (14),
to update the training parameter 6;

10:  Update the target network parameters every C steps,
0 =0;

11: end for

set of data in the experience pool D. When D is full, old data
will be overwritten. After each network output, mini-batch
samples with batch size B are randomly selected from D for
training, and the main network of action value is updated. The
loss function is calculated according to (14), to update 6 by
the gradient descent method. The target network is updated
every C step, passing the main network parameter 6 to the
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target network of the action value as the new parameter, i.e.
0 =6.

V. PERFORMANCE EVALUATION

Section IV proposes a beam alignment algorithm based
on DRL. The algorithm depends on the correlation among
receiver, and transmitter positions, environment geometry,
and beamforming direction. Therefore, generating actual
channel data (AoA/AoD, path loss and delay, etc.) is essential.
This section simulates the realistic mmWave channels using
the commercial ray-tracing simulator WirelessInsite, and the
publicly available DeepMIMO dataset [38]. The simulator
is widely used in mmWave research [39], [40], and verified
by channel measurements [41]. The DeepMIMO is a pub-
licly and freely accessible data set generator on mmWave
machine learning, relevant to a specific environment. Its
framework consists of the ray-tracing scene ‘R’ and the data
set parameter «. The ray-tracing scenario ‘R’ is the channel
parameters (angle of arrival/departure, path gain, etc.) of
the channel between each transmitter and receiver, obtained
by WirelessInSite. The parameter « is a set of parameters
generated by adjusting the system settings and antenna con-
figuration. Based on the ‘R’ and «, the DeepMIMO will
generate the channel matrix. By changing the parameters
(number of antennas, system bandwidth, number of channel
paths, etc.) and ray scenarios, we can get a data set for a
specific environment. Fig. 5 depicts a bird’s-eye view of part
of a V2I ray-traced scene in DeepMIMO.

A. SIMULATION SETUP

In the mmWave vehicular network, the RSU provides com-
munication service for vehicles in 28 GHz. The coordinate of
the RSU is (50 m, 0 m), the height of antenna is 6 m, and a
ULA is facing the street. The vehicle using full antennas is
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FIGURE 5. A bird’s-eye view of part of a V2I ray-traced scene in
DeepMIMO.

TABLE 2. Simulation parameters of beam alignment.

Parameter Symbol Value
Antenna array element spacing d A/2
System bandwidth w 500 MHz
Transmit power of the RSU P, 30 dBm
Antennas number of the RSU Ny (1,64,1)
Codebook size of the RSU |F| (1,64,1)
Speed of the car v 20 m/s
Noise power o? -114 dBm
Lane x axis spacing Az 1 m
Lane y axis spacing Ay 375 m
SNR threshold thimin 20 dB
Clusters number of channel Ny 1
Clusters number of per path Niay 3

located in the service area G = [0 m, 100 m] x [0 m, 7.5 m]
of the RSU. We set the SINR threshold at ¢hy,j, = 20 dB [42],
to avoid a low transmission rate. Moreover, Matlab is used to
build the channel matrix between RSU and vehicles accord-
ing to (2). Python is used to build the mmWave vehicles
network environment, and TensorFlow is used to construct
the DRL network based on the DDQN algorithm. It is worth
noting that v =i 20 m/s is a common speed for cars, and
the same speed is used in training and testing in this paper.
This setup method is used in the related literature [43], [44].
BeamSteering codebook, derived by quantizing the angles
of the antenna array response vectors, is a set of prede-
fined beamforming vectors for forming beams in specific
directions [45]. We utilized the BeamSteering codebook to
design the beam codebook. Table 2 summarizes the system
simulation parameter settings, and Table 3 summarizes the
parameter settings of DDQN network. The antennas number
of the RSU in Table 2, represent the number of antenna
panels, and the number of antenna units in the horizontal
and vertical dimensions [46], respectively. The codebook size
of the RSU, indicate the number of groups in the codebook,
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TABLE 3. Hyper-parameters for network training.

Parameter Symbol  Value
Learning rate o 0.002
Discount factor vy 0.6
Experience pool capacity D 131072
Mini-batch size B 1024
Episode J 10000
Target network update step C 1000
The initial value of ¢ &1 0.8
The final value of ¢ €9 0.001

and the size of the first and second dimensions of the code-
book [47], respectively.

To better evaluate the performance of the proposed
algorithm, comparisons are made with the following six beam
search schemes:

« Beam alignment based on exhaustive search. When
vehicles are located at different locations, the RSU first
explores all available beams by the traditional exhaus-
tive search, then selects the beam with the maximum
spectral efficiency.

« Beam alignment based on the random search. When
vehicles are located at different locations, the RSU ran-
domly selects a beam.

« Beam alignment based on hierarchical search [48].
The hierarchical search is divided into two stages. In the
first stage, RSU performs an exhaustive search through
four wide beams. After scanning the entire space, the
optimal wide beam is determined according to the max-
imum spectral efficiency criterion. In the second stage,
RSU further performs an exhaustive search on the best
narrow beam in the obtained wide beam.

« Beam alignment based on DQN search [49]. A set
of candidate beams for a given vehicle location is first
obtained by DQN algorithm. Next, the best beam from
the candidate beam set is obtained by exhaustive search.

« Beam alignment based on DDQN-PER search [24].
DDQN-PER incorporates the DDQN scheme, and opti-
mizes its logical structure with the experience replay
mechanism. Compared to DDQN, it gives samples dif-
ferent priorities by the prioritized experience.

« Beam alignment based on Bayesian optimization
(BO) [29]. The problem of beam alignment is consid-
ered a black box problem, employing Bayesian opti-
mization to find the potentially optimal beam. By using a
surrogate model, it can provide an approximation solu-
tion that is sufficiently close to the real system with a
lower computational cost.

The performance evaluation index in this paper, includes
the received SNR, the alignment probability, the effective
achievable rate, and the effective achievable rate ratio, as
follows
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« Received SNR. When the vehicles are at different posi-
tions, the RSU communicates with the vehicles, using
the corresponding beamforming vector f* obtained from
a beam alignment scheme. The received SNR at the
vehicles is expressed as

SNR = 101g (ZL)HHf*‘z). (16)
o“+Pjcy
o Alignment probability. The alignment probability is
the ratio between the number of times the vehicle
searches for the best beam at different locations and the
total number of searches. Let c; represents the number
of predicted best beam obtained by a search algorithm,
s; denotes the number of best beam defined by (7a), and
m represents the total number of beam searches. The

alignment probability is expressed as
1 m
p=— le 1(c; = s1). (17)
=

« Effective achievable rate. It depends on the time cost
of searching the beamforming vector and the achievable
rate with f*, which can be expressed as

Ty P, Heel?

R = (1= 22 )1og, (1 —‘Hf*’,

&4 ( TB)OgZ( JrU2+P1c1 )
(18)

where Ty, represents the beam training time, and the
beam search cost of the search algorithm is Ty, = Ny, T).
Ny represents the number of training pilots, and f*
is chosen from the candidate beam set C, so N;, =
IC|. Moreover, T, represents the beam training pilot
sequence time, that is the scanning time of a single beam,
and Tz denotes the beam coherence time [50].

« Effective achievable rate ratio. It is defined as the ratio
between the effective achievable rate and the transmis-
sion rate with the global optimal beamforming vector
fbest and it is expressed as

Ry

Rr = .
g 1 1 Py HH fbest 2
ng + O-2+P1CI ’ f |

(19)

B. PERFORMANCE COMPARISON

Fig. 6 illustrates the learning performance of the DDQN-
based search scheme, DDQN-PER-based scheme, and DQN-
based beam search scheme. As shown in Fig. 6, the Rey of
these schemes increase with episodes. At the beginning of
training, the R4 fluctuates continuously, as the agent is in the
environment exploration phase, and randomly selects actions
with the probability . It is found that the R,y obtained by
DDQN-PER at the beginning of training is smaller. Because
DDQN-PER uses a preferential experience playback mech-
anism that will give more importance to useful samples.
However, it does not facilitate the selection of samples, with
small episodes and samples. With the training episodes, the
performance of DDQN-PER will improve. With enough can-
didate beams, the performance of DDQN-PER is equal to
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FIGURE 6. Learning performance analysis with different search
algorithms.
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FIGURE 7. CDF of received SNR with different beam search
schemes.

DDQN. In addition, the performance of DDQN surpasses
that of DQN with the overestimation problem, by intro-
ducing the target network for evaluating actions. As the
training episodes, the agent’s exploration of the environment
decreases, leading to a rapid increase in R, . Meanwhile, the
R, grows slower as less new information, at a later stage.
Finally, these schemes start converging after 4000 episodes
and gradually remain constant.

Fig. 7 shows the cumulative distribution function (CDF)
for received SNRs with different beam search schemes,
by calculating the received SNR at each position of the
vehicle. It can be seen that the received SNR at all vehicle
positions of these beam search schemes is greater than the
SNR threshold, which enables the normal communication
between the RSU and the vehicle. Compared with other
schemes, the received SNR of the DDQN scheme is clos-
est to the performance of the exhaustive search. Although
DDQN-PER considers the preferential experience playback
mechanism, it performs poorly with the small number of
actions and candidate beams in this paper. DQN does not
achieve better performance due to the overestimation prob-
lem. The performance of the BO is related to the choice and
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FIGURE 8. Alignment probability with different number of
candidate beams.

parameter configuration of the surrogate model and the acqui-
sition function. The surrogate model is a sensitivity issue
regarding parameter selection, and the cost of each function
evaluation is high. Therefore, the limited number of iterations
leads to the inability to obtain the most suitable parameters.
In addition, the acquisition function has a certain degree of
uncertainty, with the drawback of falling into local optimal
points easily. Therefore, the performance of the BO in this
paper is not as good as that of the DDQN and DDQN-PER.

Fig. 8 shows the beam alignment probabilities with dif-
ferent numbers of candidate beams. As the random search
scheme is unstable, the scheme is not used for comparison.
It is found that the beam alignment probability of the hierar-
chical scheme is far lower than other search schemes. Because
if the correct wide beam containing the global optimum is not
selected in the first stage, then the beam chosen in the second
stage will certainly not be the global optimum. The perfor-
mance of hierarchical scheme remains unchanged with the
candidate beams, that proves the obtained beamforming vec-
tor is only the local optimal rather than the global one in the
multipath environment. As the number of candidate beams,
the beam alignment probabilities of other search schemes
increase. In the DDQN-based scheme, when the number of
candidate beams is 5, the beam alignment probability reaches
to 90%. When the number of candidate beams is 9, the beam
alignment probability approaches 100%. At this point, the
performance of DDQN-PER and BO is almost equal to that
of DDQN, as the work of replay mechanism in DDQN-PER
and the improving accuracy of the model parameters of BO,
when the number of candidate beams is enough. However,
the DDQN-PER and BO schemes do not perform as well as
DDQN when the number of candidate beams is small.

Fig. 9 shows the beam alignment probabilities with differ-
ent numbers of candidate beams and antennas. It can be found
that the beam alignment probability of different antennas
increases with the number of candidate beams, and gradually
approaches 100%. Fig. 10 shows the effective achievable rate
ratio Ry with the different number of candidate beams and
antennas. It can be seen that in the DDQN scheme, with the

VOLUME 2, 2024

1 ————=- 03
o=~ Y Y v a
- g o
0.9 3 N
e
/ o’
208 , '
3 /7
< 0.7 =3
°© R
s g
So6 ’
5 4 K
é 0.5 *’/ ..':
= o
<04l Ny=1x32x1
-0 Ny=1x64x1
03 ~ e Ny =1x 128 x 1
O.ZIII

5 7 9 11 13 15
Number of candidate beams

w F

FIGURE 9. Alignment probability with different number of
candidate beams and antennas.

] ]
S S .
0.98 g 3
9’
0.96 F )
. S Ot
e e
. o
& P
0.92
& 092 &
09+
0.88 o -
® _O'N’f:1><64><1
0486T-‘ e N, = 1x 128 % 1
0.84 i X . ; . .
3 5 7 5 - - |

Number of candidate beams

FIGURE 10. Effective achievable rate ratio Ry with different
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increase of the candidate beams, the Ry of different antenna
number first increases and then decreases. According to Fig. 9
and Fig. 10, when the number of candidate beams is 5, and the
number of antennas is 32, the beam alignment probability is
97%, and Ry reaches the maximum value. When the number
of candidate beams is greater than 5, although the beam
alignment probability increases with candidate beams, the
Rr decreases. Because the R. depends on the training over-
head of searching beamforming vectors and the achievable
rate of designed beamforming vectors. With the number of
candidate beams, the training overhead also increases. Due
to the physical adjacency of the beam, when the size of
antenna array is large, the difference in the received power
among the beams may be small. Even if the exact beam
cannot be predicted, the second-best beam can be obtained
to achieve communication, so the R,y does not become too
bad. It can conclude that the beam alignment probability is not
the only metric to evaluate the beam alignment performance.
Although the DDQN scheme cannot reach the same beam
alignment probability as the exhaustive scheme, it can still
accurately obtain the second-best beam. It is very important
for the design of mmWave vehicular network communica-
tion, as the training overhead can be greatly reduced by
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sacrificing the best performance, thus improving the system
effective achievable rate.

Fig. 11 shows the R .y with different vehicle speeds. It can
be seen that the R,y obtained from these schemes except
the random scheme, gradually decreases as the vehicle speed
increases. Because the beam coherence time decreases as
the vehicle speed increases. For the beam search schemes
with higher training overhead, the shorter the beam coherence
time, the faster the R, decreases. In addition, the ICI caused
by Doppler effect also has a considerable impact on the
beam alignment probability as the vehicle speed increases,
as shown in Fig. 12. It can be noticed that the beam align-
ment probability is gradually decreasing with the increase of
vehicle speed, due to the increasingly effect of ICI. When
Ny = 1, the best beam is searched for the first time, so %
can be theoretically minimized. And the R, can reach up
to the upper bound, as shown in Eq. (18). It can be found
that the R,y obtained from DDQN scheme is closest to the
upper bound of the ideal transmission rate, compared to other
schemes. When the speed of vehicle is 20 m/s, the R, of the
DDQN search scheme achieves 97% of the ideal transmission
rate, which is 89% better than the random scheme and 14%
better than the hierarchical scheme. The R,y weighs the
beamforming training overhead against the achievable rate of
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the designed beamforming vector. For V2I scenarios, a slight
improvement of performance may be more important than the
additional computational cost, especially in critical or safety-
related tasks, where decision quality is crucial.

VI. CONCLUSION

In mmWave vehicular networks, the optimal beam changes
with the vehicle position, which brings a significant chal-
lenge to the V2I communication. Aiming at the problem of
beam alignment in this paper, we proposed a beam align-
ment algorithm based on the vehicle position. The DDQN
algorithm was used to train a set of candidate beams on the
RSU, according to the criterion of maximizing the system
spectral efficiency. Meanwhile, we consider the ICI caused
by Doppler expansion, as well as utilizing DeepMIMO to
obtain a dataset that is suitable for the V2I scenario. Finally,
the simulation results show that the search algorithm pro-
posed in this paper greatly improves the effective achievable
rate and the beam alignment probability, outperforms other
schemes. And it effectively balances the training overhead
and achievable rate. In addition, we explore the impact on
system performance with different vehicle speeds. It has
been thoroughly demonstrated that the proposed algorithm
is suitable for dynamic mmWave V2I scenarios. In the next
step, we will employ a two-stage RL algorithm with offline
pre-training and online real-time updating, to ensure effective
performance in the dynamic V2I environment. Also, we will
focus on issues such as concept drift due to time-varying envi-
ronments and channels of V2I, to assess ML-based methods.
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