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AbstrAct
Due to device-specific defects introduced during 

the hardware manufacturing process, the radio fre-
quency fingerprint (RFF) can be extracted to identify 
wireless devices and further avoid spoofing attacks. 
Many effective RFF identification methods have been 
proposed based on either machine learning or deep 
learning. However, from the perspective of commu-
nication security, if the RFF of the transmitter can be 
easily extracted and identified, attackers can disguise 
themselves as legitimate transmitters by impersonat-
ing RFF and other means, thereby undermining the 
security of wireless communications. Therefore, con-
cealing the RFF of legitimate transmitters from detec-
tion and camouflage attacks has become a highly 
challenging issue in the field of wireless communica-
tions. This article presents an active RFF concealment 
(RFFC) method, which removes the nonlinear fea-
tures of the transmitter system, thereby preventing 
attackers from obtaining the transmitter’s RFF and 
ensuring the identity security of the transmitter. To 
evaluate the performance of RFF concealing technol-
ogy, we simulate seven types of RFFC systems, and 
collect datasets without and with RFFC technology. 
The simulation results show that the performance of 
traditional transmitter identification methods decreas-
es sharply after RFFC. Especially in low signal-to-noise 
ratio environments and complex multipath channel 
conditions, the proposed RFFC technology makes 
the RFF features chaotic and difficult to detect, lead-
ing to dramatically reduced effectiveness of existing 
transmitter identification methods.

IntroductIon
With the rapid development of wireless communi-
cations, many new wireless network technologies 
are constantly emerged and gradually integrating 
into various aspects of people’s daily lives, which 
represents the arrival of the Internet of Things (IoT) 
era, including smart homes, smart cities, advanced 
healthcare, connected cars and so on, collectively 
constructing a world of ubiquitous connectivity [1]. 
With vigorous development of the fifth-generation 
mobile communication technology (5G) in many 
countries today, the emerging industries represented 
by the IoT are thriving. With the development of the 
sixth generation mobile communication technolo-
gy (6G), a series of IoT applications are expected 
to further enhance their connectivity and achieve 
large-scale interconnection [2]. Wireless networks 

facilitate information exchange within open commu-
nication media, while this openness brings about sig-
nificant information security risks. When illegal users 
obtain network access rights by bypassing legitimate 
wireless access authentication mechanisms, they can 
launch attacks on the wireless network, endangering 
communication security of legitimate users. As a 
result, the legitimate user information may be stolen, 
abused, or tampered with.

In the past decade, the field of wireless commu-
nications has been extensively studied with respect 
to physical layer security technologies. Various 
physical features, such as variations and random-
ness of the channel noise and the unique finger-
prints of hardware devices, have been leveraged 
to achieve encryption, authentication, and mali-
cious node identification at the physical layer [3]. 
Specifically, radio frequency fingerprinting (RFF) 
is considered an effective method for enhancing 
the security of wireless networks. RFF is caused by 
the tiny differences among wireless devices during 
manufacturing and processing, which result in 
subtle but unique differences when these devices’ 
transmitted signals. These inherent and unique RFF 
features can be used to identify wireless devices.

In order to further investigate the process of 
RFF generation, researchers have attempted to 
model the generation process of RFF. They use 
theoretical analysis and construction of simulation 
datasets to study this field in more detail. Yu et al. 
[4]analyzed the impact of various components in 
the structure of a universal zero intermediate fre-
quency digital communication transmitter on RFF 
and established the corresponding time-domain 
baseband models for RFF through MATLAB. And 
they provided upper and lower bounds for param-
eters such as DC bias, in-phase/quadrature (I/Q) 
gain imbalance, I/Q quadrature offset error, I/Q 
filter deviation, oscillator phase noise, and power 
amplifier (PA) nonlinearity parameters. Jia et al. 
[5] used the square integral bispectral (SIB) of the 
signal as the feature vector for RFF signal, and used 
a support vector machine (SVM) classifier for iden-
tification. Wang et al. [6] proposed an efficient RFF 
identification method based on complex-value neu-
ral network (CVCNN) and network compression 
technology. In the field of communication inter-
ference identification, Liu et al. [7] focus on the 
vulnerability of adversarial attacks faced by deep 
learning-based aviation transportation commu-
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nication interference identification models, and 
introduce a new dual layer attack method that 
combines dynamic iterative step size adjustment 
and class feature analysis to improve the eff ective-
ness of attacks.

However, with the continuous improvement 
of wireless device hardware performance and the 
enhancement of software-defi ned capability, mali-
cious users may adopt various methods to obtain 
the RFF of the target device, and then use signal 
processing and hardware reconstruction methods 
to disguise as the target device, thereby attacking 
legitimate users. Therefore, it is crucial to develop 
eff ective techniques to conceal RFF from detection 
and impersonation by malicious users.

In this article, we focus on how to use RFF con-
cealment (RFFC) technology to actively conceal 
the RFF of transmitters, ensuring that the identity 
information of the transmitter be hard to identi-
fy. First, we introduce an RFFC model for wireless 
transmitters and use it as a basis to analyze the 
mechanism of RFF generation, which helps us to 
establish the corresponding transmitter baseband 
RFF model. Next, we present the proposed RFFC 
technique, including the principles, structures, and 
algorithm. Subsequently, we simulate seven dif-
ferent types of transmitter, and make them work 
separately in the original state and the state under 
RFFC technology. Then we evaluate the eff ective-
ness of RFFC on transmitters identification using 
currently widely adopted machine learning-based 
and deep learning-based methods. Experimental 
results validate that RFFC can effectively protect 
RFF from detection and impersonation by mali-
cious users, and reduce the identifiability of the 
transmitter. Finally, we discusse important chal-
lenge for future research.

system model
Figure 1 shows the RFFC system and transmit-
ter identification system of wireless transmitters. 
Specifically, before the baseband signal is trans-
mitted to the base station, it is fi rst processed by 
the RFFC processor, which can generate a signal 
with opposite RFF characteristics to the transmit-
ter, and then input the signal that has undergone 

RFFC processing into the transmitter and transmit 
it to the base station. It is worth noting that the 
RFFC processor must perform RFFC processing 
on each baseband signal to be input to the trans-
mitter to ensure that the opposite RFF character-
istics carried by the RFFC signal are adapted to 
the RFF characteristics of each transmitters. Sub-
sequently, it is necessary to obtain transmission 
signals from each transmitters, and use the attenu-
ator to reduce the signal power to an acceptable 
range of the receiver. The receiver transmits the 
received signal to the RFFC processing system to 
assist in updating the feedback of the correspond-
ing RFFC model for each transmitter.

In the transmitter identifi cation system, the radio 
frequency (RF) signal from the base station is fi rst 
received by the receiver. Then, the RFF identifi-
cation processor extracts the transmitter’s RFF for 
device identifi cation and authentication by analyz-
ing the transmitter’s communication signal. Similar 
to diff erent people having diff erent fi ngerprints, dif-
ferent transmitters also have diff erent RFFs, which 
can be used for transmitter identification and 
authentication. However, for signals whose RFF 
has been concealed, the RFF information will not 
be visible. Therefore, traditional RFF identifi cation 
methods will not be able to identity and authenti-
cate transmitters.

rFF model
The yellow section in Fig. 2 shows the block dia-
gram of a typical digital communication transmitter. 
Specifi cally, the analog circuit components of the 
transmitter, which are marked in gray background 
in the block diagram, are the primary sources of 
RFF. The I/Q digital baseband signals from the dig-
ital communication transmitter are converted into 
analog signals through a digital to analog converter 
(DAC), where they may have DC bias errors and a 
certain level of harmonic distortion. Next, the ana-
log signals pass through the intermediate frequen-
cy (IF) fi lter, where the frequency response errors 
of both I and Q IF fi lters are introduced. The imbal-
ance of this I/Q fi lter is usually considered frequen-
cy dependent, so the imbalance in I/Q manifests 
diff erently at diff erent frequencies.

FIGURE 1. Overview of RFFC system and transmitter identifi cation system.
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Subsequently, the analog signals are up-con-
verted to the appropriate transmission frequency 
range using the mixer. However, there is phase 
noise in the RF local oscillator of the transmitter, 
leading to carrier phase jitter. The carrier signal is 
then phase-shifted by 90 degrees to form two sets 
of modulated carriers, which are used to modu-
late the analog signals of the I and Q channels, 
respectively. However, in practice, due to phase 
deviation, the phase difference between the 
I/Q modulated carriers is usually not exactly 90 
degrees, resulting in a certain degree of orthogonal 
offset error, which disrupts the orthogonality of the 
I and Q channels. Additionally, the mixers in the 
I/Q paths often exhibit gain mismatches, leading 
to I/Q gain imbalances of the output signals. Final-
ly, after the I and Q signals are combined, they 
need to be amplified by the RF front-end PA to the 
appropriate output power for long-distance trans-
mission. During the signal amplification process, 
PA typically brings a certain degree of nonlinear 
effects, resulting in out-of-band spectral prolifera-
tion, which is also a crucial factor that affects the 
transmitter’s RFF. Ultimately, the amplified signal is 
radiated into the air through the antenna [4].

In summary, the distortions caused by defects 
in transmitter hardware are referred to as RFF. Spe-
cifically, the primary source of RFF is the nonlinear 
distortion of the PA in the RF front-end of the trans-
mitter. Therefore, the modeling of transmitter RFF 
is often simplified as modeling the PA nonlinearity. 
In addition, the IQ gain imbalance caused by the 
mixer and the IQ phase imbalance caused by the 
orthogonal modulator are also important compo-
nents of the transmitter RFF, and are usually consid-
ered the main source of RFF and an important part 
of RFF modeling.

rFFc technology
In this section, we primarily focus on RFFC for 
digital communication transmitters. In Fig. 2, we 
demonstrate an RFFC system block diagram used 
in wireless transmitters, which is the block in blue. 
The PA, mixer and quadrature modulator play 
crucial roles in transmitter identification, with their 
nonlinearity, IQ gain imbalance, and IQ phase 

imbalance distortion as important sources of RFF. 
In recent years, several techniques have emerged 
to alleviate nonlinear distortion, including power 
back-off techniques, feedforward linearization 
techniques, feedback linearization techniques, 
and pre-distortion techniques [8]. Specifically, the 
pre-distortion technique has shown many advan-
tages in mitigating nonlinear distortion [9], such 
as handling wider bandwidth signals, achieving 
high efficiency, and simplicity in implementation, 
making it the most popular solution for addressing 
nonlinear distortion. Considering the real-time and 
lightweight requirements of RFFC, the RFFC meth-
od in this article focuses on system linearization 
schemes based on digital pre-distortion (DPD).

rFFc PrIncIPle
The overall structure of Fig. 2 adopts indirect 
learning architecture (ILA) to learn the RFF char-
acteristics of the transmitter for RFFC. Specifically, 
before feeding the signal into the transmitter, it 
undergoes processing through an RFFC processor 
with system linearization function. The design and 
implementation of RFFC processors are based 
on the principles of DPD technology. Through 
detailed analysis and modeling of the transmitter’s 
RFF, a nonlinear transformation function oppo-
site to the transmitter’s RFF is designed, and the 
inverse model of the transmitter’s behavior model 
is constructed to ensure that the baseband signal 
is processed by RFFC and generates a concealed 
signal with completely opposite characteristics to 
the transmitter’s RFF. As the signal is transmitted, 
The RFF features carried by concealed signals can-
cel out the RFF features of the transmitter, making 
it difficult for the receiver to identify the transmit-
ter via its RFF, thus ensuring the efficacy of RFFC.

In order to obtain an RFFC model with oppo-
site RFF characteristics of the transmitter, it is first 
necessary to build a receiving feedback system to 
capture the RFF information in the current transmis-
sion signal. This process involves the output signal 
of the transmitter being attenuated by a low noise 
amplifier (LNA), followed by down conversion and 
IF filtering, and then converted into a digital signal 
through analog-to-digital conversion (ADC). The 

FIGURE 2.  RFFC system block diagram for wireless transmitters.
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digital signal is then input into the RFFC system, 
providing the necessary data foundation for train-
ing the RFFC model.

In the RFFC system, the transmitter’s RFF is 
learned by analyzing the output and input signals 
of the transmitter, and the nonlinear behavior of 
the transmitter is modeled, that is, the inverse RFFC 
model. This inverse RFFC model undergoes opti-
mization through adaptive algorithms to refine its 
effectiveness. Once the inverse RFFC model is deter-
mined, using the principle of equivalence between 
the inverse model and the original model, the 
inverse RFFC model is placed at the front end of the 
transmitter as an RFFC processing unit. Consequent-
ly, when the baseband signal is processed through 
this RFFC unit, the resultant signal emerges from the 
transmitter does not contain identifiable RFF char-
acteristics, thereby preserving the confidentiality of 
the transmitter’s identity information. The specific 
algorithm procedure is shown in Algorithm 1.

rFFc AlgorIthm
With the development of digital processing algo-
rithms, memory polynomials have become a com-
mon method for the nonlinear modeling of PA, 
utilizing adaptive algorithms for parameter fitting 
to learn the coefficients of these polynomials. 
With the development of deep learning, PA non-
linear modeling based on neural networks (NN) 
beginning to emerge. Based on this technology, 
this article first performs an inverse modeling of 
PA nonlinearity, namely the RFFC inverse model 
in Fig. 2. By inverting this inverse model as the 
RFFC model, the digital baseband signal intended 
for transmission undergoes RFFC preprocessing 
through this RFFC model, so that the signal enter-
ing the transmitter link has the opposite character-
istics of RFF, thereby achieving RFFC.

Parameter fitting adaptive algorithms typical-
ly include algorithms such as least squares (LS) 
algorithm [9] and recursive least squares (RLS) 
algorithm [10] based on generalized memory poly-
nomial. The LS algorithm aims to minimize the sum 
of squares error between measured values and the-
oretical values by finding the best function match 
of the data, thereby achieving accurate fitting of 
parameters. This method performs significantly 
well with sufficient sample size, but its accuracy is 
limited when the sample size is insufficient. There-
fore, directly using the LS algorithm to calculate the 
coefficient of the RFFC model may not be suitable 
for actual hardware implementation. In contrast, 
the RLS algorithm enhances the parameter esti-
mation process by recursively updating estimates, 
which markedly reduces computational complex-
ity and accelerates the calculation process. This 
not only effectively overcomes the limitations of 
LS algorithm in terms of sample size and compu-
tational complexity, but also makes it suitable for 
hardware implementation.

Due to the fact that memory polynomials sim-
ulate the nonlinear characteristics of PA through 
polynomials, their model performance significantly 
decreases when dealing with strongly nonlinear of 
PA. In addition, the high correlation between its 
basis functions limits the further improvement of 
model performance. Therefore, considering that 
NN are particularly suitable for modeling strong-
ly nonlinear devices due to their large structure, 
numerous parameters, and strong nonlinear fitting 

ability, this article explores the performance of 
three different NN models as RFFC models. The 
first model adopts a real-valued focused time-de-
lay neural network (RVFTDNN) [11] architecture, 
consisting of three connected layers. The input 
includes the I value, Q value, and high-order vari-
ables of the current time and its past times, and the 
output is the predicted value of the next time. The 
second model is an RFFC model based on bidi-
rectional long short term memory (BiLSTM) [12]
network , which simulates the memory effect of PA 
through a sequence to sequence regression net-
work, with inputs containing past and current time 
samples. The last model uses a real valued time 
delayed convolutional neural network (RVTDCNN) 
[13] as the backbone network, and the input data 
is organized into a graph containing IQ compo-
nents and current and past signal envelope related 
terms. This model has lower complexity compared 
to the RVFTDNN and BiLSTM.

In order to further improve the performance of 
RFFC, other distortion factors such as IQ imbalance 
distortion caused by quadrature modulators [14], 
and even the distortion caused by carrier frequen-
cy offset can be considered [15]. However, con-
cealing IQ imbalance distortion typically requires 
additional feedback circuits, and suppressing car-
rier frequency offset requires channel estimation. 
These are time-consuming and increases the sys-
tem complexity and hardware overhead, and may 
also lead new errors. Considering that IQ imbal-
ance distortion and carrier frequency offset are not 
the main sources of RFF, in order to reduce the 
complexity and hardware overhead of RFFC sys-
tems, this article does not introduce concealment 
algorithms specifically designed for IQ imbalance 
distortion and carrier frequency offset.

dAtA generAtIon And PreProcessIng
We use Mathworks’ simulink to simulate the RFFC 
system of digital communication transmitters. Spe-
cifically, we use the idealized baseband library from 
the RF Blockset for equivalent baseband model-
ing. The input signal is a complex-modulated signal 
containing the information to be transmitted, cen-
tered around the carrier frequency. The modules 
in the idealized baseband library do not consider 
out of band behavior or stray harmonics generated 
by nonlinear effects or interference signals. In addi-
tion, the modules in the idealized baseband library 
do not simulate impedance mismatch and assume 
that all modules are perfectly matched.

The simulation system includes a 16-QAM sig-
nal generator. Also, it includes I/Q modulators, PA 

ALGORITHM 1. Training and deployment procedure of RFFC method.

Require:
 • Determine the structure of the RFFC model;
 • Obtain the Tx inputs signals and Tx outputs signals;
[Inverse RFFC model training]:
1. Determine the structure of the inverse RFFC model;
2. Take the Tx output signal as the inverse RFFC model input, and let the inverse RFFC 
    model predict the Tx input signal;
3. Optimize the inverse RFFC model;
[RFFC model deployment]:
1. Transform the inverse RFFC model into the forward RFFC model;
2. Deploy the RFFC model to the front end of the Tx, to let the digital baseband signal 
    pass through the RFFC unit before Tx.
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models, mixers, couplers, and S parameter blocks 
which represent antenna load eff ects. The receiver 
link performs a down-conversion from RF to low 
intermediate frequency. Specifi cally, the PA model 
includes Polynomial, Saleh, and Rapp. The nonlinear 
characteristics in different transmitters can be sim-
ulated by setting the parameters of the PA model, 
and the IQ gain imbalance and IQ phase imbalance 
characteristics in diff erent transmitters can be simu-
lated by setting the IQ imbalance parameters of the 
mixer. The fi lter is Butterworth fi lter.

In particular, this article simulates seven diff er-
ent types of transmitter and generated datasets 
using RFFC techniques based on LS, RLS, RVFTD-
NN, BiLSTM, and RVTDCNN, respectively, to 
study the impact of RFFC techniques on transmit-
ter identifi cation performance. Finally, 42 datasets 
of seven types of transmitters working on normal 
and RFFC states are obtained through simulation. 
Furthermore, we preprocess the obtained datasets 
to make each type of dataset contain 1000 sam-
ples, each with a length of 1000 sample points. 
We convert the complex values of the channel 
into signals composed of real and imaginary parts 
of two channels to meet the requirements of 
machine learning and deep learning model-based 
transmitter identification. Then, we add additive 
Gaussian white noise (AWGN) to the ideal simu-
lation dataset, with the noise signal-to-noise ratio 
(SNR) gradually increasing from 0 dB to 30 dB in 
steps of 5 dB.

eXPerImentAl results

trAnsmItter IdentIFIcAtIon PerFormAnce under rFFc
In this section, we focus on the transmitter iden-
tifi cation performance under RFFC. For compar-
ison, we use machine learning-based algorithms 
as benchmarks. First, we extract SIB features of 
the transmitter’s RFF and then utilize a SVM for 
transmitter identification [5]. Additionally, we 
experiment with deep learning algorithms. We 
focused on the transmitter identification perfor-
mance based on CVCNN [6]. Specifi c experimen-
tal results are presented in Fig. 3.

The experimental results show that the perfor-
mance of deep learning identification methods 
based on CVCNN is generally better than that of 
machine learning identification methods based 
on SIB. However, at low SNR, both transmitter 

identification methods fail due to the increase 
of AWGN. After using RFFC technology, the 
transmitter identifi cation performance decreases 
sharply, especially the RFFC method based on 
RVTDCNN and BiLSTM has the most signifi cant 
eff ect, even at high SNR. Specifi cally, under the 
SIB based machine learning transmitter identifi -
cation method, when the SNR is below 20 dB, 
the transmitter identification accuracy for vari-
ous RFFC methods does not exceed 30 percent. 
Under the deep learning identification method 
based on CVCNN, the RFFC method based 
on RVTDCNN and BiLSTM performs the best. 
When the SNR is below 25 dB, the transmitter 
identifi cation accuracy is only about 20 percent. 
The RFFC method based on RVFTDNN slightly 
worse, and its RFFC effect gradually manifests 
when the SNR is below 20 dB. The RFFC meth-
od based on LS and RLS has the worst perfor-
mance, only causing a certain degree of decline 
in the CVCNN identification method when the 
SNR is below 20 dB.

The confusion matrix in Fig. 4 shows the impact 
of RVTDCNN-based RFFC technology on the 
transmitters identification performance of based 
on CVCNN when the SNR is 15 dB. It can be 
observed that after using RFFC technology, the 
transmitter identifi cation method is completely inef-
fective, and traditional training and testing methods 
are no longer able to build a model that can accu-
rately identify the transmitter. We conclude that as 
RFFC reduces the transmitter’s identifiability and 
effectively safeguarding the transmitter’s identity 
information. It is an eff ective security measure.

trAnsmItter rFF eXtrActIon PerFormAnce under rFFc
In this section, we further explore the effective-
ness of RFFC by extracting the RFF of the trans-
mitter. As shown in Fig. 5, we demonstrate the 
changes in depth features extracted by CVCNN 
when SNR is at 15 dB and different RFFC tech-
niques are used. It can be seen that with the 
gradual enhancement of RFFC technology, the 
intra class distance of this feature is constantly 
increasing, the inter class distance is constantly 
decreasing, the overall feature becomes more 
chaotic, and the discrimination between features 
is decreasing. At the same time, we introduce the 
silhouette coefficient (SC) index to evaluate the 
clustering effect of features, with a value range 
of [–1, 1]. The closer the value approaches 1, the 
better the cohesion and separation. From the val-
ues of SC in Fig. 5, after using RFFC, the SC values 
sharply decrease, indicating a signifi cant reduction 
in the discriminability of RFF features.

trAnsmItter IdentIFIcAtIon PerFormAnce
under dIFFerent chAnnel condItIons

Considering that the complexity and variability 
of wireless channels in real-world environments 
can have an impact on transmitter identifi cation, 
this article demonstrates the performance of 
CVCNN-based transmitter identification meth-
ods under different multipath fading channel 
conditions, both without RFFC and with RVT-
DCNN-based RFFC, through Fig. 6. The results 
indicate that as the multipath effect increases, 
the transmitter identification performance con-
tinues to decline. Specifi cally, when using RFFC 
technology based on RVTDCNN and under 

FIGURE 3. Transmitter identifi cation performance by diff erent transmitter identifi cation 
methods under RFFC.
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complex multipath channel conditions, the trans-
mitter identification method based on CVCNN 
performs extremely poorly.

Future reseArch chAllenges
In this section, we discuss research challenges 
related to the future use of RFFC to protect RFF 
from malicious user detection and disguise, in 
order to avoid transmitter identity leakage and 
related security.

dIversIFIed WIreless chAnnel envIronment

Future wireless communication environments will 
become increasingly diverse, with respect to dif-
ferent frequency bands, protocols, and device 
types, as well as the impact of various interfer-
ence factors in the actual environment, such as 
multipath propagation, noise interference, sig-
nal attenuation, and so on. Channel fingerprint 
concealment techniques are crucial with strong 
adaptability and wide applicability to cope with 
the impact of channel diversity and maintain effi-
cient RFFC performance.

lIghtWeIght rFFc technIques For loW PoWer And 

FIGURE 4. Confusion matrix for CVCNN-based transmitter identification under RVTDCNN-based RFFC technology with 
SNR of 15 dB. Specifically, the identification accuracy from (a) to (b) are 97.1 % to 15.4 % (81.7 %): a) w/o RFFC; (b) w/ 
RFFC (RVTDCNN).

a) b)

FIGURE 5. Visualization of RFF high-dimensional features by CVCNN-based transmitter identification methods under dif-
ferent RFFC technology with SNR of 15 dB. Specifically, their SC from (a) to (f) are 0.41, 0.30 (0.09), 0.33 (0.07), 0.01 
(0.40), –0.03 (0.44) and –0.04 (0.45): a) w/o RFFC; b) w/ RFFC (LS); c) w/ RFFC (RLS); d) w/ RFFC (RVFTDNN); e) 
w/ RFFC (BiLSTM); f) w/ RFFC (RVTDCNN).

a) b) c)

d) e) f )
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resource constrAIned devIces
In IoT and embedded systems, devices often 
have limited energy and computational resourc-
es, and RFF characteristics are constantly chang-
ing. Therefore, future research needs to address 
how to implement effective RFFC techniques in 
such resource constrained scenarios, and how 
to design a light and efficient algorithm for real-
time RFF concealing to protect such devices from 
detection and spoofi ng attacks.

Key mAnAgement
RFFC can be integrated with key management 
systems, by treating the concealed RFF content 
as a special type of key. To ensure the security of 
encryption and decryption keys for communica-
tion, only devices with legitimate fi ngerprints can 
obtain access keys. Therefore, the protection of 
keys is of utmost importance. The key manage-
ment system must ensure the security of RFF con-
cealed content in key storage and transmission to 
prevent leakage or misuse.

conclusIons
This article presented an RFFC technology that 
effectively conceals the RFF of a transmitter, for 
protecting the transmitter’s identity information 
and reducing its identifi ability, which provided a 
fresh perspective and solution for issues related 
to transmitter identity protection and information 
security in the field of wireless communication. 
The article focus on the mechanism of RFF gen-
eration in digital communication transmitters, 
and elaborate on the principles, architecture, and 
algorithms of RFFC technology. Using Mathworks’ 
Simulink, we model seven types of digital com-
munication transmitters and conduct simulations 
of RFFC systems, and conduct experimental ver-
ification in different SNR environments and dif-
ferent channel conditions. Experimental results 
show that under RFFC technology, both machine 
learning-based and deep learning-based trans-
mitter identification methods suffer significantly 

degraded, especially in low SNR environments 
and complex multipath channel conditions where 
transmitters are almost unidentifiable. Addition-
ally, the extracted RFF high-dimensional features 
became more unstable and chaotic. Finally, we 
discuss future research challenges, including 
adapting to diverse wireless channel environ-
ments, developing lightweight RFFC techniques 
for low power and resource constrained sce-
narios, and emphasizing the importance of key 
management systems. These challenges will drive 
the future development in RFFC, addressing the 
growing demands for communication security, 
and ensuring the safety and privacy of communi-
cations in the era of the IoT.
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