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Abstract—1t is a huge challenge for the receiver to correctly
identify the modulation types due to the complex underwater
channel environment and severe noise interference. Additionally,
the real-time communications have strict requirements in terms
of time. In order to solve this well-known issue, in this work,
we combine the automatic feature extraction and learning ability
of recurrent neural network (RNN) and convolutional neural
network (CNN) for designing a modulation recognition model
for underwater acoustic signals. The proposed model is based on
deep hybrid neural networks called recurrent and convolutional
neural network (R&CNN). As compared with the traditional
modulation recognition techniques, this method achieves higher
recognition accuracy without manual feature extraction. The
experimental results show that the validation accuracy of the
proposed R&CNN’s on the Trestle data set is 98.21%. Similarly,
the validation accuracy of the proposed R&CNN’s on the South
China Sea data set is 99.38%. The average recognition time
is 7.164ms. As compared with the conventional deep learn-
ing methods, the proposed R&CNN not only has a higher
recognition accuracy, but also greatly reduces the recognition
time.

Index Terms— Underwater acoustic signal, modulation recog-
nition, deep hybrid neural network, R&CNN.

I. INTRODUCTION

HE demand of data acquisition and processing in various

marine applications, such as marine resources devel-
opment [1]-[3], marine climate monitoring [4]-[6], national
territorial sea security [7]-[9], has been quickly rising. The
automatic modulation recognition (AMR) method for under-
water acoustic communications has been increasingly adopted
in civil and military applications. However, the marine envi-
ronment is highly dynamic and difficult to model. The inhomo-
geneous underwater transmission medium [10], the temporal
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and spatial frequency variation in the propagation process [11],
and the impulse noise and reverberation in the underwater
environment [12] all cause considerable distortions in the
received signal. Additionally, these phenomena also lead to
inter symbol interference and Doppler frequency shift. All
these make it very difficult to identify the modulation of
underwater acoustic signals.

The existing AMR techniques can be roughly divided into
two categories, namely, likelihood-based (LB) decision theory
methods and feature-based (FB) pattern recognition methods.
The LB algorithms identify the modulation type of the received
signal by comparing the likelihood ratio of the received signal
with the discriminant threshold. On the other hand, the FB
algorithms extract the distinguishing features from the received
signal. Afterwards, the modulation type of the received signal
is identified by using a classifier. Among these two aforemen-
tioned categories, the FB algorithms are widely used due to
their lower complexity and better performance [13]—[15]. The
AMR systems that adopt FB algorithms usually comprise two
steps, including feature extraction and recognition. In [16],
the authors present a technique to extract the instantaneous
statistical information from the received signal. This statistical
information is then processed using a decision tree to identify
the modulation type. In [17], the authors extract the statistical
moment and then use a fuzzy classifier to identify the type of
modulation. The authors in [18] use the wavelet transform to
extract the features from the received signal. These features
are then fed into a multilayer neural network to detect the
modulation type. The researchers in [19] utilize a support
vector machine (SVM) for identifying the type of modulation
by extracting cyclo-stationary features and entropy of the
signal. However, the accuracy of the FB algorithms largely
depends on the effectiveness of feature extraction. It is notable
that the marine environment varies significantly in different
regions of the sea. Therefore, it is difficult to guarantee
the generalization of the FB algorithms in different areas of
the sea.

Recently, deep learning has been leveraged by AMR meth-
ods [20], [21]. The deep learning algorithms automatically
extract the hidden features from the data for performing
detection and recognition [22]. In radio modulation recog-
nition, the inverse Fourier transform of interference spec-
trum is used to reconstruct the augmented signal. The con-
volutional neural networks (CNN) identify the modulation
type of the signal on the basis of the original signal and
the augmented signal. The effectiveness of this technique is
verified based on the public data set RadioML 2016.10a [21],
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[23]. In [24], the authors use the short-time discrete Fourier
transform (STFT) to convert one-dimensional radio signal into
a spectrum image and then use a CNN to learn its features.
The modulation type recognition accuracy of this method,
when the signal-to-noise ratio (SNR) is 0 dB, is about 80%.
In [25], the authors extract the polar-transformed information
of the received signal’s IQ symbols (the received signal’s
symbols are real and complex values) and use a depth
belief network (DBN) and spiking neural network (SNN)
to accurately identify the modulation type under low SNR.
In [26], the authors use dual stream structure consisting
of CNN and long short-term memory network (LSTM)
for estimating the type of modulation. The recognition
accuracy of this method is approximately 90% under
high SNR.

In short, the AMR methods based on deep learning are
mostly designed based on the simulation data or simulated
channels. However, the underwater environment is complex
and dynamic. As a result, it is quite difficult to simulate
the real underwater environment with high fidelity. So, the
performance of an algorithm based on simulation data is
not necessarily efficient on real-world data. Moreover, the
number of layers in a neural network ranges from more
than ten to dozens of layers. When there are too many
layers, the model is too complex, and there is a high
demand for computing power and energy supply, which is
not conducive to deployment in underwater communication
nodes, which have limited computing power and energy.
Therefore, it is of great importance to design and test
a fast deep learning-based AMR algorithm, which has a
good performance on real-world underwater acoustic signal
datasets.

In this paper, we propose a new neural network model,
namely recurrent and convolutional neural network (R&CNN),
for recognizing the modulation type of underwater acoustic
signal. The model is developed to take advantage of the
strengths of both recurrent neural network (RNN) and CNN
on handling underwater acoustic signal data. We evaluate the
proposed network by using two real world sea survey datasets.
The results show that the proposed model achieves a higher
recognition accuracy over three baseline models. In addition,
the proposed model also has fewer parameters and a lower
time complexity, making it highly suited for support real-time
communication systems. The major contributions of this paper
are summarized below.

1) We present a new hybrid architecture that integrates both
the recurrent and convolutional layers. The recurrent lay-
ers have the capability to extract temporal information of
time series data. We use recurrent layers as the shallow
layers of R&CNN to extract signal features directly. The
ability of spatial feature extraction of convolutional lay-
ers compensate the deficiency when the recurrent layer
is directly used to identify signal modulation. We adopt
the hybrid learning technique to automatically extract
the most descriptive features of each type of modulation
from underwater acoustic signal for better generalization
performance.
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TABLE I
THE TERMS AND THEIR MEANINGS USED IN THIS PAPER

Term Meaning

CNN Convolutional neural network.

RNN Recurrent neural network.

LSTM Long short-term memory network, a recurrent neural
network.

CNN-LSTM A hybrid neural network. It adopts CNN as the
shallow layer of the model and LSTM as the deep
layer of the model.

SNR Ratio of signal power to noise power.

Feature map Output matrix of neural network layer.

GRU A feature extraction unit of recurrent neural network.

Loss function It is the reflection of the fitting degree of the model
to the data. The smaller the loss, the better the
performance of the neural network.

An algorithm that makes the value of the loss
function as small as possible by updating the weights

of the network.

Optimizer

2) The convolutional layers of the proposed R&CNN adopt
the multi-branch architecture for improving the learning
ability. This is accomplished by expanding the width
of the proposed architecture, which leads to improved
recognition accuracy.

3) We further improve the network architecture by remov-
ing the pooling layer in the CNN. This allows us to avoid
the loss of features and increase the recognition accu-
racy. We also improve the design of the convolutional
layer by using 1D convolutional kernel instead of 2D
convolutional kernel to greatly reduce the computational
complexity.

The rest of the manuscript is organized as follows.
In Section II, we present the underwater acoustic communi-
cations system design. In Section III, we present the archi-
tecture of the proposed network and the training method.
In Section IV, with two underwater acoustic signal datasets
obtained from real world sea measurements, we evaluate
the effectiveness of the proposed network in identifying the
modulation type of underwater acoustic signal. In addition,
we also validate the advantages of the proposed network by
comparing it with five conventional deep learning algorithms.
Finally, in Section V, we conclude this work. Table I presents
the terms and their meanings used in this paper.

II. UNDERWATER ACOUSTIC COMMUNICATIONS
SYSTEM DESIGN

As presented in Fig. 1, the underwater acoustic communi-
cations system consists of three parts, i.e., the transmitter, the
underwater acoustic channel, and the receiver. First, the digital
signals of different modulation types are converted into analog
electrical signals by means of a digital-to-analog converter
(DAC). Then, the analog electrical signal is amplified by the
power amplifier and is transformed into an acoustic signal by
using a transmitting transducer. The acoustic signal is then
passed through the underwater acoustic channel where the
signal is distorted by noise. The transducer at the receiver’s end
converts the received acoustic signal into an analog electrical
signal. Afterwards, the analog electrical signal is filtered and
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Fig. 1. The underwater communications system model.

Pretreatment

Fig. 2. The flow of information in the proposed R&CNN for identifying the
modulation types of underwater acoustic signal.

sampled by an analog-to-digital converter (ADC). Finally, the
receiver obtains the signal dataset of various modulation types.

The underwater acoustic communications system can be
mathematically expressed as

y(t) = C(2(1)) +n(t), €]

where x(t) denotes the modulated signal sent by transmitter,
y(t) represents the received signal, ((-) denotes the underwater
acoustic channel, and n(t) denotes additive noise at time ¢.

III. THE PROPOSED R&CNN MODEL

On the basis of functionality, the network architecture can
be divided into feature extraction structure and feature learning
structure. It is notable that in the field of signal modula-
tion recognition, the network with hybrid feature extraction
structure performs better than the network with single feature
extraction structure [27]. In this work, we propose a deep
hybrid neural network, termed R&CNN, which is based on
RNN and CNN. The proposed network consists of recur-
rent layers, convolutional layers, and fully connected layers,
as shown in Fig. 2.

The process of identifying the modulation types using the
proposed R&CNN consists of two major steps. The first step is
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Fig. 3. The preprocessing of underwater acoustic signal.

preprocessing the underwater acoustic signal, and the second is

using the preprocessed sample to train the proposed R&CNN
model, which are discussed in the following.

A. Preprocessing of Underwater Acoustic Signal

It is necessary to preprocess the underwater acoustic signal
before using it to train the network or for inference. The
preprocessing procedure includes normalization and reshaping
the signal sequence. The data samples are scaled down by
using a normalization algorithm and the signal data is mapped
to the interval [0, 1]. The normalization algorithm is expressed
as

S = F(S) = S —min

= 2R 2)
max — min

where S denotes the original signal and its length is 49920,
S’ denotes the normalized signal, and max and min represent
the maximum and minimum values of the original signal,
respectively. After data normalization, the signal of length
1280 is used as the input of a moment in the R&CNN model.
Note that each signal data sample has 39 moments. Based
on this, we convert the 1D signal data sample into 2D data
with a size of 39 x 1280. The underwater acoustic signal
preprocessing is illustrated in Fig. 3.

B. Architecture of the Proposed R&CNN Model

Considering the ability of RNNs to extract temporal infor-
mation [28], we adopt recurrent layers as the shallow layers
of the R&CNN model. This design is to directly extract the
features of underwater acoustic signal. Subsequently, the con-
volutional layers are used to combine the outputs of the second
recurrent layer at each time index to extract features again.
Finally, the fully connected layers of the proposed R&CNN
model learn the features extracted by the convolutional layers
and output the recognition results.

1) Recurrent Layers: There are two recurrent layers used
in the proposed R&CNN model, which are stacked together.
The structure of the recurrent layer is presented in Fig. 4.

In Fig. 4, Q denotes the weight matrix of the input layer, P
denotes the weight matrix of the hidden layer, and O denotes
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Fig. 5. The architecture of the GRU.

the weight matrix of the output layer. It is noteworthy that in
the recurrent layer, the output of the hidden layer neuron is fed
back to itself at the next time index. Therefore, as the iterations
proceed, the input in the past affects the current output by
using the information from the historical data. Therefore, the
recurrent layers are suitable for extracting the information
form the underwater acoustic signal as the input data is a
time series. In underwater acoustic communications, due to
the influence of Doppler effect, signal data sequences interfere
with each other. Therefore, in this work, we use the gated
recurrent unit (GRU) [29] for designing the recurrent layer.
The GRU solves the aforementioned problem. The structure
of the GRU is presented in Fig. 5.

The following expressions describe the functionality of the
GRU.

Zy = o(Wy x [hy—1,Iny] + 1) 3)
ry = o(Wy * [hy—1,Ing] + b;) 4)
he = tanh(Wy, * [re * hy—1, Ing] + by) 5)
he = (1= Zy) % hyq + Zy * by, (6)

where * represents the element-wise multiplication; tanh
and o represent the tangent activation function and sigmoid
activation function, respectively; In; denotes the input at time
t; h,—1 denotes the output of hidden layer at time ¢t — 1 and
h; denotes the output of hidden layer at time ¢; W,, W,., and
W, represent the weight matrices; b,., b., and by, represent the
bias terms; Z; denotes the update gate, which determines the
amount of information that should be retained from the past
data samples; r; represents the reset gate, which controls the
combination of memory information and input at current time;
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Fig. 6. The process of recurrent layer features extraction.

and h} denotes the candidate state, which represents the state
of the unit. The update gate and reset gate of GRU retain
the information in long signal sequences to ensure that the
effective information is not eliminated due to the time lapse
or irrelevant prediction. In this work, the dimension of the
output of the first GRU layer is 640, while the dimension of
the output of the second GRU layer is 320. Note that each
recurrent layer outputs a complete sequence.

2) Convolutional Layers: The feature maps extracted by
the recurrent layers are used as an input to the convolutional
layers. As shown in Fig. 6, the feature map of the i-th time
index of the recurrent layer is only related to the signals from
the 1%¢ time index to the i-th time index, but not to the signals
after the i-th time index. Therefore, only the output feature
map of the last time index contains the complete signal, and
the output feature map of other time indexes only contains
incomplete signal. The conventional methods retain the output
feature map of the last time index and discard the output
feature map of other time indexes, which actually causes the
information loss. In order to make full use of information,
we retain the output feature maps of all time indexes and use
a CNN to realize the cross-time index information interaction
and integration, which helps to enhance the feature extraction
ability of the network.

Moreover, due to the specific shape of the output feature
map of the second recurrent layer and the temporal character-
istics of signals, we improve the design of the convolutional
layer. This is done by using 1D convolutional kernel instead
of 2D convolutional kernel. On this basis, we integrate the
Inception vl network [30] to increase the network width for
improving the learning ability. At the same time, based on less
signal features (as compared with image features), we remove
the pooling layers to avoid the loss of signal features, since
the pooling layers perform dimensionality reduction, thus
affecting the network accuracy. Although removing the pool-
ing layer slightly increases the amount of computations, the
simple 1D convolutional kernel is used to replace the relatively
complex 2D convolutional kernel, which greatly reduces the
computational complexity of the network.

There are two convolutional layers in the proposed R&CNN
model. Each convolutional layer contains convolutional ker-
nels of different sizes. The architecture of the convolutional
layers is shown in Fig. 7. The first convolutional layer
consists of three types of convolutional kernels. There are
160 convolutional kernels of each type. The sizes of the three
types of convolutional kernels are 8 x 320, 16 x 320, and
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Fig. 7. The architecture of the convolutional layers in the proposed R&CNN
model.

32 x 320. The output of the convolutional layers is subject
to the activation function. The aforementioned process can be
expressed as

C_OUTLj = C_Al(C_WLj ® C_IN, + C_Bl,j); (7

where C'_IN; denotes the input of the first convolutional
layer; C_W;; and C_B;; denote the weight matrix and
the bias term of the convolutional kernel of type j in the
first convolutional layer, respectively; C_OUT ; denotes the
output feature map of convolutional kernel of type j; C'_A; (-)
denotes the activation function; and ® denotes convolution
operation. Finally, the output feature maps are concatenated
as the input of the second convolutional layer.

Similarly, the second convolutional layer also contains three
types of convolutional kernels, each of which has 80 kernels.
The sizes of the three types of convolutional kernels are
27 x 160, 45 x 160, and 63 x 160. The process can be
expressed as

C_OUTQJ’ = C_AQ(C_WQJ’ ® C_INgy + C_BQJ’) (8)

where C'_I Ny denotes the input of the second convolutional
layer; C_W5; and C_Bs; denote the weight matrix and
the bias term of the convolutional kernel of type j in the
second convolutional layer, respectively; C_OUT5 ; denotes
the output feature map of the convolutional kernel of type
js C_As(+) denotes the activation function; and ® denotes
convolution operation. The output feature maps of the second
convolutional layer are concatenated and then flattened as
input to the fully connected layers.
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Fig. 8. The structure of the fully connected layers.

3) Fully Connected Layers: There are two fully connected
layers in the proposed R&CNN model. The numbers of
neurons in these fully connected layers are 120 and 84,
respectively. There are N neurons in the output layer, which
corresponds to the possible types of modulations, including
BPSK, QPSK, BFSK, QFSK, 16QAM, 64QAM, OFDM, and
DSSS. After flattening the feature maps obtained by the con-
volutional layers, they are used as input to the fully connected
layers. The output layer provides the recognition results. The
architecture of the fully connected layers is shown in Fig. 8.

The fully connected layers can be modeled as

F_OUT = F_AQ(F_WQ * F_Al(F_Wl * F_INl
+F_B1)+ F_Bs), (9)

where F'_I N7 denotes the input of the fully connected layers,
F_W; denotes the weight matrix between the first hidden layer
and the second hidden layer, F'_W, denotes the weight matrix
between the second hidden layer and the output layer, F'_B;
and I'_Bs denote the bias terms, and F_A; and F_A5 denote
the activation functions.

We use the LeakyReL U activation function in all the hidden
layers and the convolutional layers, given by

, ifx>0
LeakyReLU(z) = {x ne . (10)
ax, otherwise,
where the coefficient a is in the interval [0, 1]. The

LeakyReLU activation function includes a very small slope
for negative value inputs. This mitigates the effect of dead
neurons, as the derivative is always non-zero, thus allowing
gradient based learning to occur.

The output layer adopts the Softmax activation function,
which is given by

e
ZN 1 €77
n=

where z; denotes the input and N denotes the number of
neurons in the output layer. The Softmax function enables
the neurons in the output layer to output the prediction
probabilities of modulation types. The modulation type with
the largest prediction probability is chosen as the recognition
result of the network.

Softmaz(z;) = , (11)
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C. Model Training

In this work, we use the mini-batch gradient descent
method [31] to train the neural network. With this method,
the training set is divided into several groups of data, and
the neural network learns the information from one group
of data in each iteration. We choose the cross entropy as
the loss function of the proposed network. The adaptive
motion estimation (Adam) optimizer [32] is used to update
the network parameters.

1) Loss Function: In the training stage, the cross entropy is
used as the loss function of neural network. The loss function
describes the difference between the actual value and the
predicted value, known as the loss. The neural network learns
by adjusting its parameters, aiming to reduce the loss to 0.
The loss function is described as

N
LY,Y) ==Y log(Vy), (12)
=1

where IV denotes the number of neurons in the output layer,
the ith neuron outputs the probability value Y; of the corre-
sponding classification in the output layer, and Zi\il Y; = 1.
Y denote the real value, and if Y belongs to class j, then

Yi—{l’ i=j
0,

Note that the smaller the loss, the closer the predicted value
to the ground truth.

2) Optimizer: During the training process, the neural net-
work calculates the gradient and uses it to update the weights
of the network. In this work, the gradient of neural network is
adjusted by using the Adam optimizer. The Adam optimizer
combines the first and the second moments to correct the
deviation and adjust the gradient of the neural network. The
first moment m; is mathematically expressed as

13
i = other (13)

my = B1-me—1+ (1 — 1) g, (14)
g = Ma (15)
8’LUt

where g; denotes the gradient calculated at time ¢ and my
denotes the first moment at time ¢. w; denotes the weights
of the network at time ¢. The first moment is the exponential
moving average of the gradient direction at each time index,
which is approximately equal to the average of the sum of the
gradient vectors over a period of time (time ¢t —1/(1— ;) to
time t).
The second moment V; is described as

V=0 Vi1 4 (1—-052)- g2, (16)

where V; represents the second moment at time ¢. Note that
the second moment reflects the gradient change over a period
of time.

The empirical values of 3; and (3> in this work are set to
0.9 and 0.999, respectively. The initial values of mg and Vj
are 0. Thus at the initial states the training process, the values
of m; and V; are close to 0. The Adam optimizer modifies
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my and V; to address this problem. The updating mathematical
expressions are
My
T1-A
5, W
=T -

a7)
(18)

where m; and f/} denote the first and second modified
moments, respectively. The gradient of updating the network
weights by using Adam optimizer is expressed as

my

M = ——=. (19)
VVi
The weights of the network are updated as
Wiyl = W — @ - fy, (20)

where w; denotes the weights of the network at time ¢ and «
denotes the learning rate. An appropriate learning rate allows
the neural network to converge faster. With each iteration,
the neural network updates the weights according to (20)
for achieving accurate recognition. The training procedure of
R&CNN is illustrated in Algorithm 1.

3) Time Complexity: The time complexity of Algorithm
1 is the sum of the time complexity of recurrent layers,
convolutional layers and fully connected layers. The time
complexity of recurrent layers is described as

Time_r ~ O <, Z Z M ap_Ll_num—lM ap_Ll_num) ,

(_index I_num

21

where ¢_index is the time index, [_num is the [_numth layer
of neural network, Map_L; pum is the length of the output
map of [_numth layer.

The time complexity of convolutional layers is described as

Time_c~O Z Z Z

I_num class Map_D;_num,class

s_kernel; num,class

* Map_lenumfl,class ) (22)

where class is the type of convolutional kernel and each
convolutional layer consists of three types of convolu-
tional kernels, Map_D;_num,ciass 1S the depth of the output
map of type class convolution kernel at [_numth layer,
s_kernel; num,class 18 the size of type class convolution
kernel at [_numth layer, M ap_D; num—1,class 15 the length of
output map of type class convolution kernel at [_num — 1th
layer.

The time complexity of fully connected layers is described
as

Time—f ~ 0 ( Z Dl_num—l * Dl_num) ) (23)

I_num

where D;_um is the output dimension of [_numth layer. And
the time complexity of Algorithm 1 is described as

Time = Time_r + Time_c + Time_f. (24)
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Algorithm 1 R&CNN Training Algorithm

Input:
ts; is 39 x 1280 Y = {y;li = 1,2,..., N}: the labels of the
training set

Output: Y = {y;|i =1,2,..., N}: the predicted result

1: for number of epochs to learn training sets do

2: % Forward propagation

3: % Set Recurrent Layers of the R&CNN.

4: OUT_GRU, = GRU (output_dimension = 640)(T's)

5: OUT_GRU; = GRU (output_dimension = 320)
(OUT_GRU)

6: % Set Convolutional Layers of the R&CNN.

7: OUT_ConVi,1 = ConvlD(filters = 160, kernel_size
= 8, activation = LeakyReLU)(OUT_GRU>)
8: OUT_ConVi,2 = ConvlD(filters = 160, kernel_size
= 16, activation = LeakyReLU)(OUT_GRU>)
9: OUT_ConVi 3 = ConvlD(filters = 160, kernel_size
= 32, activation = LeakyReLU)(OUT_GRU>)
10: OUT_ConVy = concatenate(OUT_ConVi 1,
OUT_ConVi,2,0UT_ConVi,3)
11: OUT_ConVa1 = ConvlD(filters = 80, kernel_size
= 27, activation = LeakyReLU)(OUT_ConVy)
12: OUT_ConVas = ConvlD(filters = 80, kernel_size
= 45, activation = LeakyReLU)(OUT_ConVy)
13: OUT_ConVa 3 = ConvlD(filters = 80, kernel_size
= 63, activation = LeakyReLU)(OUT_ConVy)
14: OUT_ConVa = concatenate(OUT_ConVa 1,
OUT_ConVa,2,0UT_ConVa3)
15: % Set Fully Connected Layers of the R&CNN.
16: OUT_Flatten = Flatten(OUT_ConVz)
17: OUT_FCi1 = Dense(120, activation
= LeakyReLU)(OUT_Flatten)
18: OUT_FC5 = Dense(84, activation
X = LeakyReLU)(OUT_FCh)
19: Y = Dense(8, activation = Softmax)(OUT_FC5)
20: % Back propagation .
21: % Adam optimizer minimizes £(Y,Y") to update the weights
w of the R&CNN with learning rate «, ¢ is the current number
of epochs. .
22: e = Adam(L(Y,Y))
23: Wt41 = Wt — - ﬁt
24: end for _
25: return Y

4) Training and Validation: In this work, we use tensor-
flow2.1 for implementing the proposed model. The neural
network learns for 50 epochs. During the training process,
we use two NVIDIA Titan XP GPUs for accelerating the
training process. When evaluating the performance of the
neural network, we use a computer with i5-8500 processor
and 3.00GHz main frequency. Note that the GPU is not used
during the model evaluation process.

IV. EXPERIMENT STUDY
A. Dataset Collection and Description

The underwater acoustic node of the underwater acoustic
communication system we developed is shown in Fig. 9.
The red part is the transducer, which is used to receive or
send underwater acoustic signals. The green part is the data
interface, which is used for the communication between the
equipment and the host computer. The yellow part includes
power supply, power amplifier, filter, etc. for signal processing.

Ts = {tsi|t = 1,2,..., N}: the training set, the size of
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(b)

Fig. 9. The underwater acoustic node of the underwater acoustic communi-
cation system.

TABLE II

PARAMETERS OF THE COMMUNICATION SYSTEM AND
THE ENVIRONMENT FOR THE TRESTLE DATASET

Parameter name Parameter value

Water depth 4.2m
Distance between transmitting 7m

and receiving transducers

Bandwidth of transducer 10kHz-20kHz
Distance between transducer and  2m

sea surface

Distance between transducer and  2m

seabed

DAC sampling rate

ADC sampling rate

Modulation types of transmission
signal

Sample size

336kHz

336kHz

BFSK, QFSK, BPSK, QPSK,
16QAM, 64QAM, OFDM

200 signals for each type of mod-
ulation, 1,400 signals in total.

The setting and configuration of the two experiments are
shown in Tables II-1I1.

The Trestle underwater acoustic signal dataset was col-
lected on August 13, 2020, in the shallow coastal area of
the Trestle scenic spot in the Shinan District, Qingdao City,
Shandong Province, China, located at 120°32'7.016”E and
36°6'4.331”N. This Trestle dataset is obtained by using the
underwater acoustic communication systems we developed.
The modulation types of underwater acoustic signals are
identified based on the Trestle dataset. The parameters of the
communication system and the environment selected during
the collection of the Trestle dataset are presented in Table II.
There are seven modulation types of signals in the Trestle data
set. In this work, we select 160 signals in each modulation type
for training the network. The remaining 40 signals are used
as the validation set. There are 1,120 training samples in the
training set and 280 data samples in the validation set.

The South China Sea underwater acoustic signal dataset
was collected on December 14, 2020, in the South China
Sea, located at 109°40'59.117"E and 18°6'37.765"N. The
South China Sea dataset was obtained through the same
underwater acoustic communication system we developed. The
modulation types of underwater acoustic signal are identified
based on the South China Sea dataset. The parameters of
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TABLE III

PARAMETERS OF THE COMMUNICATION SYSTEM AND
THE ENVIRONMENT OF THE SOUTH CHINA SEA DATASET
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TABLE V

EXPERIMENTAL RESULTS OF THE SIX NETWORKS
WITH THE SOUTH CHINA SEA DATASET

Parameter name Parameter value R&CNN R&CNN-2D CNN-LSTM
Water depth 80m Validation accuracy 99.38% 99.54% 96.56%
Wind power Grade 6 Training accuracy 99.45% 99.39% 93.28%
Wave height 2-3m Validation loss 1.7105e-05 1.6204e-04 0.1308
Distance between transmitting  1km Training loss 1.2307e-05 8.5043e-05 0.2102
and regeiving transducers LSTM AlexNetS LeNet5
Bandwidth of transducer 10kHz-20kHz

Distance between the receiving 5m Validation accuracy 96.88% 98.12% 12.81%
transducer and sea surface Training accuracy 93.83% 88.98% 12.03%
Distance between the transmitting ~ 3m ¥al%dgt1orl1 loss 813;? 8 é ?2; gg;gg
transducer and sea surface raiming 1oss : : :
DAC sampling rate 336kHz

ADC sampling rateh 336kHz TABLE VI

Modulation types of transmission
signal
Sample size

BFSK, QFSK, BPSK, QPSK,
16QAM, 64QAM, OFDM, DSSS
200 signals of each type of mod-
ulation, 1,600 signals in total.

TABLE IV

EXPERIMENTAL RESULTS OF THE S1X NETWORKS
WITH THE TRESTLE DATASET

R&CNN R&CNN-2D CNN-LSTM
Validation accuracy 98.21% 94.29% 41.43%
Training accuracy 99.11% 90.09% 30.36%
Validation loss 0.0056 0.4842 1.9808
Training loss 0.0255 0.4045 1.854

LSTM AlexNet8 LeNetS
Validation accuracy 93.57% 92.14% 17.86%
Training accuracy 92.77% 98.75% 11.79%
Validation loss 0.1813 0.2811 1.9459
Training loss 0.1669 0.047 1.9462

the communication system and the environment during the
collection of the South China Sea dataset are summarized in
Table III. There are eight modulation types of signals in the
South China Sea dataset. In this work, we select 160 signals in
each modulation type for training the network. The remaining
40 signals are used as the validation set. There are 1,280
training samples in the training set and 320 data samples in
the validation set.

B. Results and Discussions

In this paper, we use some popular neural network models
as baseline schemes, including LeNet5 [33], AlexNet8 [34],
LSTM [35], CNN-LSTM [26] and R&CNN-2D(R&CNN con-
taining two-dimensional convolution kernels). The experimen-
tal results of the six neural network models with the Trestle
dataset and the South China Sea dataset are presented in
Tables IV-VI. Note that the loss is calculated by using the
aforementioned entropy based loss function. The loss measures
the learning of the neural network corresponding to the input
data. The smaller the loss, the better the performance of the
neural network.

As presented in Table IV and Table V, the validation
accuracy and training accuracy of LeNetS are the lowest and
its losses are the highest. This is because the architecture of
the LeNet5 is too simple, due to which it lacks the ability to
effectively learn from the underwater acoustic signal dataset.
The training and validation losses of LeNet5 with the Trestle

AVERAGE EXECUTION TIME OF EACH NETWORK FOR
PERFORMING A SINGLE SIGNAL RECOGNITION TASK

R&CNN R&CNN-2D CNN-LSTM
Ave. execution time 7.164ms 653.321ms 688.161ms
LSTM AlexNet8 LeNet5
Ave. execution time 7.167ms 46.596ms 3.58ms
TABLE VII

TRAINING PARAMETERS OF THE PROPOSED R&CNN MODEL
WITH THE TRESTLE AND SOUTH CHINA SEA DATASETS

Parameter Trestle  South China Sea
Learning rate 0.0001 0.0001
No. of neurons in the output layer 7 8
No. of epochs to learn training sets 50 50
No. of signals divided into a group 14 16
1971
Training Loss
—©—Validation Loss
1.965
1.96
v
g
-
1.955
195
EEE5000906050090066660996866690
1.945 L L L L !
0 10 20 30 40 50
Epochs

Fig. 10. The training and validation losses of LeNet5 with the Trestle dataset.

and the South China Sea datasets are shown in Figs. 10 and 11,
respectively. As shown in Figs. 8 and 10, the validation loss
and training loss are both quite stable, indicating that LeNet5
has reached the limit of its learning ability.

With the Trestle dataset, the training accuracy and validation
accuracy of AlexNet8 are 98.75% and 92.14%, respectively.
The difference between the training accuracy and the valida-
tion accuracy of AlexNet8 is 6.61%. With the South China Sea
dataset, the training accuracy and the validation accuracy of
AlexNet8 are 88.98% and 98.12%, respectively. The difference
between the training accuracy and the validation accuracy
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Fig. 11. The training and validation losses of LeNet5 with the South China
Sea dataset.
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Fig. 12.
dataset.

The training and validation losses of AlexNet8 with the Trestle

of AlexNet8 is 9.22%. These results show that AlexNet8
learns the signal data more effectively as compared to LeNet5.
However, the architecture of AlexNet8 makes it only be able to
learn the local features of data (i.e., the spatial learning ability),
such as images, but unable to learn the temporal features of
the signals, unlike LSTM and R&CNN. The temporal features
of underwater acoustic signal represent the signal character-
istics in a better way than the local features. Therefore, the
recognition accuracies for the training and validation sets of
AlexNet8 are not consistent. Based on the Trestle and the
South China Sea datasets, the evolution of loss through epochs
are presented in Figs. 12 and 13, respectively.

As shown in Figs. 12 and 13, with the increase in the num-
ber of epochs, the training losses of AlexNet8 for Trestle and
South China Sea datasets converge to stable values. However,
the validation loss is relatively more unstable with large jitters.
The results show that the local features of underwater acoustic
signal learned by AlexNet8 are not sufficient to describe the
modulation characteristics of the signal. Therefore, the training
loss and validation loss of AlexNet8 are not very consistent.
At the same time, due to the deep network architecture, the
average time for AlexNet8 to process one signal is 46.596ms,
which is the third highest time complexity among all the six
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Fig. 13. The training and validation losses of AlexNet8 with the South China
Sea dataset.
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Fig. 14. The training and validation losses of LSTM with the Trestle dataset.
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Fig. 15. The training and validation losses of LSTM with the South China

Sea dataset.

networks. In comparison, the training loss and validation loss
of LSTM decline in a relatively more stable manner. Finally,
the two losses tend to be consistent, and the difference between
the training accuracy and the validation accuracy of LSTM is
no more than 3.05%.

These results are shown in Figs. 14 and 15, which show that
the signal features extracted by LSTM are more descriptive
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Fig. 16. The training and validation losses of R&CNN with the Trestle
dataset.
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Fig. 17. The training and validation losses of R&CNN with the South China
Sea dataset.

and more effectively reflect the characteristics of the under-
water acoustic signal modulation. In addition, the average
computation time for LSTM to recognize one signal is around
7.167ms, which is second only to R&CNN. This demonstrates
the superiority of neural networks which incorporate recurrent
layers.

Finally, the training and validation accuracies of R&CNN
for the Trestle and the South China Sea datasets are the
highest among all the six models. Especially, the training
and validation accuracies for the South China Sea dataset are
higher than 99%. Figs 16 and 17 show the evolution of the
training and validation losses against the number of epochs
for R&CNN for the two datasets.

Similar to LSTM, the training and validation losses of
R&CNN gradually decrease and approximately converge.
At the same time, the training loss of R&CNN is smaller
than the other five networks, while the accuracy is the high-
est. This indicates that the proposed R&CNN has the best
learning ability for underwater acoustic signals. In addition,
the difference in the recognition accuracies of the validation
and the training sets of R&CNN is not more than 0.9%. Note
that this is significantly smaller than the 3.05% of LSTM and
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Fig. 18.
dataset.

The training and validation losses of R&CNN-2D with the Trestle

251
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—6— Validation Loss

Loss

Epochs

Fig. 19. The training and validation losses of R&CNN-2D with the South
China Sea dataset.

the 9.22% of AlexNet8. Such high consistency shows that
R&CNN has the best generalization ability, and the model
can effectively learn the characteristics of underwater acoustic
signals for performing accurate recognition. In terms of time
complexity, the average time consumed by R&CNN to identify
one signal is 7.164ms.

R&CNN-2D is R&CNN containing two-dimensional con-
volution kernels. Figs. 18 and 19 show the evolution of the
training and validation losses against the number of epochs
of R&CNN-2D for the two datasets. Similar to R&CNN,
the training and validation losses of R&CNN-2D gradually
decrease and approximately converge. In addition, the dif-
ference in the recognition accuracies of the validation and
the training sets of R&CNN is little, and the recognition
accuracy for the South China Sea dataset is comparable to
that of R&CNN. However, the 2D convolution kernel used
in this model greatly increases its computational complexity.
The average time consumed by the R&CNN-2D to identify one
signal is 653.321ms, which is about 91 times that of R&CNN.

The CNN-LSTM is also a hybrid model. As compared to
the proposed R&CNN, it adopts CNN as the shallow layer
of the model and LSTM as the deep layer of the model.
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Fig. 20. The training and validation losses of CNN-LSTM with the Trestle
dataset.
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Fig. 21. The training and validation losses of CNN-LSTM with the South

China Sea dataset.

Figs. 20 and 21 show the evolution of the training and valida-
tion losses against the number of epochs of CNN-LSTM for
the two datasets. The training and validation losses of CNN-
LSTM for the Trestle dataset steadily decline. The training
and validation losses of CNN-LSTM for the South China Sea
dataset fall and then suddenly rise. This shows that CNN-
LSTM, which adopts CNN as the shallow layer, is unstable and
does not have the ability to effectively extract features from the
actual underwater acoustic signals. In addition, for the Trestle
dataset, the training and validation accuracies of the CNN-
LSTM are 30.36% and 41.43%, respectively. For the South
China Sea dataset, the training and validation accuracies of the
CNN-LSTM are 93.28% and 96.56%, respectively. The CNN-
LSTM has great differences in the performance of the two
data sets, and the generalization ability of the model is poor.
In terms of time complexity, the average time consumed by
the CNN-LSTM to identify one signal is 688.161ms, which is
the highest time complexity among the compared algorithms.

The results show that the proposed R&CNN has higher
recognition accuracy than other single feature extraction mod-
els (LeNet5, AlexNet8 and LSTM). As compared with CNN-
LSTM, which uses the hybrid feature extraction structure,
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it has low time complexity and strong generalization. As com-
pared with the R&CNN-2D, its time complexity is much lower
and the recognition accuracy is roughly the same. So, the pro-
posed model not only ensures high recognition accuracy, but
also has the lowest computational complexity, which meets the
real-time requirements of underwater communication systems.

V. CONCLUSION

In this work, we presented a neural network model termed
R&CNN for effectively and accurately identifying the mod-
ulation type of underwater acoustic signals. Compared with
the traditional automatic modulation recognition methods,
the proposed R&CNN does not need to extract the signal
features in advance, thus avoiding the problem that the FB
algorithms based on simulation face. As compared with the
conventional deep learning algorithms, the R&CNN neural
network combines the great advantages of recurrent layers
in processing the time series data and the spatial learning
ability of convolutional layers to mitigate the shortcomings of
recurrent layers in feature extraction. The experimental results
showed that the proposed R&CNN achieves higher recognition
accuracy and better generalization than the traditional LeNet5,
AlexNet8, LSTM, and CNN-LSTM models. Additionally,
it effectively identified 8 kinds of modulated signals, including
BFSK, QFSK, BPSK, QPSK, 16QAM, 64QAM, OFDM, and
DSSS. The improvements in the network structure effectively
reduce the complexity of the model, which meets the real-time
requirements of underwater acoustic communications.
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