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Abstract—With the rapid growth of mobile data traffic, the
shortage of radio spectrum resource has become increasingly
prominent. Millimeter wave (mmWave) small cells can be densely
deployed in macro cells to improve network capacity and spectrum
utilization. Such a network architecture is referred to as mmWave
heterogeneous cellular networks (HetNets). Compared with the
traditional wired backhaul, The integrated access and backhaul
(IAB) architecture with wireless backhaul is more flexible and
cost-effective for mmWave HetNets. However, the imbalance of
throughput between the access and backhaul links will constrain
the total system throughput. Consequently, it is necessary to jointly
design of radio access and backhaul link. In this article, we study
the joint optimization of user association and backhaul resource
allocation in mmWave HetNets, where different mmWave bands
are adopted by the access and backhaul links. Considering the
non-convex and combinatorial characteristics of the optimization
problem and the dynamic nature of the mmWave link, we propose a
multi-agent deep reinforcement learning (MADRL) based scheme
to maximize the long-term total link throughput of the network.
The simulation results show that the scheme can not only adjust
user association and backhaul resource allocation strategy accord-
ing to the dynamics in the access link state, but also effectively
improve the link throughput under different system configurations.
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I. INTRODUCTION

IN RECENT years, mobile data traffic has grown rapidly,
which leads to escalating demands for wireless spectrum.

Heterogeneous cellular networks (HetNets) provide a promis-
ing solution to improve network capacity and meet the traffic
demand [1]. By deploying small cells underlaying macro cell,
network coverage can be greatly enhanced, and user equipment
(UE) can be associated with a closer base station (BS) to obtain
better quality of service (QoS). However, there is a compelling
need to provide enough bandwidth and capacity to meet the
growing user demand in HetNets. A promising approach for ad-
dressing this demand is spectrum expansion, i.e., exploiting the
millimeter wave (mmWave) band from 30 GHz to 300 GHz [2],
[3]. The mmWave band offers huge amount of bandwidth, which
can be utilized to support bandwidth-intensive applications.
However, due to the high carrier frequency, mmWave commu-
nications suffer from more severe propagation loss than sub-
6 GHz systems. To combat the high channel attenuation, both
the transmitter and receiver should adopt high gain directional
antennas to achieve directional transmission. Besides, owing to
the small wavelength and the directional transmission, mmWave
links are sensitive to the random blockage by the obstructions
in the environment.

In HetNets, because of the dense deployment of small cells,
deploying wired fiber backhaul for each small cell is costly [4].
Therefore, 3GPP advances the integrated access and backhaul
(IAB) architecture for 5G cellular network [5], which can pro-
vide wireless backhaul connection and support wireless access
and backhaul simultaneously with shared time or frequency
resources. Two scenarios have been considered for IAB by
3GPP: the in-band backhaul scenario and the out-of-band back-
haul scenario [6]. In a mmWave system, the in-band backhaul
scenario means that the access links and backhaul links share the
same mmWave band to improve spectrum utilization and achieve
closer integration. However, this resource sharing makes the
available spectrum limited, and the interference between access
and backhaul will be introduced into the system, which is more
serious in small cells densely deployed [7], [8]. In comparison,
an out-of-band backhaul scenario with two different mmWave
bands allocated for the access and the backhaul will alleviate
the resource pressure resulting from the dense deployment of
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small cells and eliminate the backhaul-access link interference.
Consequently, the network throughput can be further improved,
and the design and optimization of the HetNets can be more
flexible. Besides, considering the different characteristics of
different frequency bands of mmWave, we can choose the ap-
propriate frequency band for access and backhaul respectively
according to the actual propagation environment, which exploits
the value of mmWave band to a greater extent [9]. Therefore,
this scenario has great potential in future networks with higher
data rate requirements and ultra-dense heterogeneous network
deployments.

For the mmWave HetNets, the performance of the system is
influenced by both the access link and the backhaul link, so it is
important to jointly design both of them [10]. Specifically, there
are two vital problems to be solved in the design. The first one is
the backhaul resource allocation. Because of the randomness and
dynamics of wireless networks, the design of resource allocation
strategy needs to be robust to deliver satisfactory performance
with regard to the network throughput and resource utilization.
The other problem is the user association. With a properly
designed user association strategy, users can compare the quality
of service of different BSs and choose to associate with the best
choice, so as to improve the user experience. When a BS serves
too many users, some of its users can be handed over to an
adjacent BS to reduce the traffic load at this BS. However, in
the mmWave HetNets, the user association and the backhaul
resource allocation are coupled. The allocation of backhaul
resources needs to be decided based on the number of users
associated with different BSs, and the backhaul resources of each
BS will also affect the decision of the user association. To this
end, how to jointly optimize backhaul resource allocation and
user association in the HetNets is a key problem to be solved [11],
[12], [13], [14].

With the development of artificial intelligence, there is an
increasing interest in applying promising learning based al-
gorithms to address wireless communications problems [15],
[16], [17], [18], [19]. One of such effective techniques is re-
inforcement learning (RL) [20]. By interacting with envi-
ronment and training agents, RL can evaluate policies and
adaptively select the optimal policy. The RL based algorithm
does not need to know detailed information of the environ-
ment, and is adaptive to the changes in the environment. The
classical RL, such as Q-learning, has been shown to achieve
superior performance in small-sized systems [21]. However,
as Q-learning needs to store the Q-value of each state-action
pair in a Q-table, such storage and computing cost could be
prohibitively high for systems with high-dimensional state and
action spaces. To address this problem, a deep neural network
(DNN) can be leveraged to approximate the Q-value, thus the
Q-table can be replaced. Such a model is usually referred to
as deep reinforcement learning (DRL) [22]. Moreover, when
there are more than one agents in the system, the state of
environment depends on the joint actions of all the agents [23].
Such a model, termed multi-agent reinforcement learning
(MARL), has a great potential in solving distributed optimiza-
tion problems such as resource allocation and user association
[24].

In this article, we conduct research on the joint design of the
access link and the backhaul link for the mmWave HetNets.
The access link and the backhaul link adopt different mmWave
frequency bands for data transmission in the two-layer HetNets,
which can be considered as out-of-band IAB networks with
single-hop backhaul. Small cells are densely deployed in the
HetNets and the access link is considered to be affected by the
random blockage. We focus on the joint optimization of the user
association and the backhaul resource allocation to improve
long-term total link throughput in the HetNets. We develop
an effective MADRL based method, which allows each UE to
select the associated small base station (SBS) and determine the
backhaul resource requirements based on its state observations.
The method does not require the full channel state information
(CSI) and uses a distributed architecture to improve training
efficiency. Based on the MADRL algorithm, our scheme can
adjust the user association and backhaul resource allocation
strategy according to the change of the access link blockage
state in time and obtain satisfactory throughput performance.
The contributions of this article are summarized as follows:
� We focus on the joint optimization of the backhaul resource

allocation and the user association in a HetNet with the
dense deployment of mmWave small cells. The access
links and the backhaul links in the HetNet adopt two
different mmWave frequency bands and the access links
are subject to random blockage. We formulate the joint
optimization as a mixed integer nonlinear programming
(MINLP) problem, with the purpose of maximizing the
long-term total link throughput in the HetNet.

� We develop a MADRL based method to solve this joint
optimization problem. Specifically, we consider each UE
as an agent and define the state, action, and reward for UEs.
Then, with the help of the double deep Q-learning algo-
rithm (DDQN), each UE learns an effective joint optimiza-
tion policy to maximize the long-term total link throughput.
Through distributed training, each UE can make decisions
independently based only on partial observations of the
environment and adjust the user association and backhaul
resource allocation policies in time when the link blockage
state changes.

� We evaluate the MADRL scheme and show that the pro-
posed learning framework has good convergence perfor-
mance. When the link blockage state changes, the network
throughput performance can be guaranteed by adjusting
the user association and backhaul resource allocation strat-
egy. Besides, the scheme contributes to a better balance
between access throughput and backhaul throughput, and
also achieves higher network link throughput in various
network scenarios with different numbers of UEs and SBSs
over several baseline schemes.

The rest of the article is organized as follows. Section II
reviews related work. The system model and problem formu-
lation are presented in Section III. We present the joint design
scheme based on MADRL for both radio access and backhaul
network in Section IV. Our simulation results are discussed
in Section V. Section VI concludes this article. We list the
abbreviations commonly appeared in this article in Table I.
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TABLE I
LIST OF ABBREVIATIONS

II. RELATED WORK

There have been several related works studying joint re-
source allocation and user association for HetNets. For ex-
ample, Fooladivanda et al. [25] investigated the performance
of different user association policies under three predefined
spectrum allocation strategies in HetNets. Lin et al. [26] fo-
cused on jointly optimizing user association and spectrum al-
location for multi-tier HetNets in both downlink and uplink
to maximize network utility. Chen et al. [27] aimed to maxi-
mize the system sum rate and design a distributed algorithm
for jointly optimizing user association and resource allocation.
Zhuang et al. [28] proposed an optimization-based framework
to reduce network energy consumption in the HetNets by jointly
optimizing user association and spectrum allocation. With huge
available bandwidth, mmWave can be adopted in HetNets,
significantly increases the network capacity. In [29] and [30],
the user association and the resource allocation were jointly
optimized in the HetNets with the coexistence of sub-6 GHz
BSs and mmWave BSs. Liu et al. [9] investigated the joint
user association and resource allocation in mmWave HetNets
under two access modes: single-band access and multi-band
access.

However, the above works only considered the optimization of
the access side. In HetNets with wireless backhaul, the balance of
the access and backhaul link throughput needs to be guaranteed
for better total throughput. Therefore, it is necessary to consider
a joint design of access and backhaul. Many works considered
the scenarios where access and backhaul operate at the same
frequency band [11], [12], [13], [14]. Liu et al. [11] formu-
lated the joint optimization of user association and resource
allocation in in-band full-duplex wireless backhaul HetNets as

a MINLP problem. They decomposed the original problem and
proposed an iterative algorithm to solve the MINLP problem.
Khodmi et al. [12] adopted non-cooperative game theory to
solve the joint power allocation and user association problems
in heterogeneous ultra-dense networks (UDNs), in order to
guarantee throughput balance between the access and backhaul
links. Su et al. [13] adopted a distributed optimization algorithm
based on primal and dual decomposition to jointly optimize
the user association and the backhaul bandwidth allocation.
Liu et al. [14] proposed a coalition game based joint user asso-
ciation and bandwidth allocation algorithm for mmWave UDNs
to maximize network sum rate. However, the fact that access
and backhaul share the same frequency band makes frequency
resources limited and introduces backhaul-access interference.
The interference is exacerbated by the dense deployment of
small cells, which limits the further improvement of network
throughput [7]. There has been some works focused on the
HetNets with mmWave backhaul and sub-6 GHz access [31],
[32], [33]. Despite the elimination of interference between the
access and backhaul, the limited bandwidth of the sub-6 GHz
band makes it difficult to support higher data rate transmissions.
In addition, allocating different mmWave bands to access and
backhaul may be another effective solution. However, few works
have focused on the joint optimization of access and backhaul
under this solution.

In dynamic wireless networks, it is difficult to obtain the ac-
curate and complete information about the environment. There-
fore, model-free RL has been widely used to solve optimization
problems in wireless communication [24]. Feng et al. [34]
applied deep Q-learning (DQN) to find the resource allocation
strategy under different system states. The proposed DRL-based
approach achieved effective utilization of limited backhaul re-
sources. Wei et al. [35] focused on the user scheduling and re-
source allocation scheme for HetNets with hybrid energy supply.
Considering the stochastic property of wireless channel condi-
tions and renewable energy arrival rates, they proposed a policy-
gradient-based actor-critic RL algorithm to obtain the optimal
policy. Shen et al. [19] established a DRL framework to optimize
the resource allocation and scheduling for time-sensitive traffic
in a 5G system subject to mmWave channel variations. However,
these works considered centralized optimization, which induces
a heavy computational pressure on the central controller. Be-
sides, the communication overhead of collecting global network
information cannot be ignored either. Therefore, distributed
optimization methods based on MARL are more advantageous
in the large-scale dynamic HetNets with the dense deployment of
small cells. For example, Zhao et al. [36] regarded each user as an
agent and proposed a distributed optimization method based on
MADRL to achieve the jointly optimal resource allocation and
user association strategies in HetNets. Yang et al. [37] proposed
a multi-agent dueling deep-Q network-based algorithm com-
bined with distributed coordinated learning to jointly optimize
device association, spectrum allocation, and power allocation in
dynamic HetNets. Sana et al. [38] developed a MADRL based
user association scheme under the time-varying nature of the
mmWave channels for dense mmWave HetNets. However, these
works [36], [37], [38] did not consider the joint design of access
and backhaul.
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Fig. 1. Dense deployment of small cells underlying the macrocell network
with different mmWave bands for access and backhaul.

Motivated by these prior works, we focus on the joint design
of access and backhaul networks in densely deployed small
cells, where different mmWave bands are used for access and
backhaul. We propose a MADRL-based scheme for joint user
association and wireless backhaul bandwidth allocation over the
access and backhaul networks. The proposed scheme considers
the dynamic characteristics of mmWave communications as well
as the interaction between backhaul bandwidth allocation and
user association in HetNets, aiming to maximize the long-term
overall system throughput.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

Consider a two-tier downlink HetNet composed of a macro
base station (MBS), S SBSs, and N randomly located UEs, as
shown in Fig. 1. The MBS is connected to the core network
through optical fiber. The SBSs are densely deployed within the
coverage of the MBS. Data transmission is carried out between
the MBS and SBSs through mmWave backhaul links. We assume
that the MBS and SBSs can be appropriately deployed to avoid
the blockage of the backhaul link [10]. Thus, the stable line-of-
sight (LOS) connection can be established between the MBS and
each SBS without relaying through other SBSs. Each UE can be
associated with a SBS and served by the associated SBS through
a mmWave access link. It is worth noting that we do not consider
the direct communications between the MBS and UEs. Although
this is beneficial to improve the received signal strength for UEs
near the MBS, few UEs can benefit from such an improvement
due to the large coverage area of the macro cell and the severe
path loss and signal blockage suffered by the mmWave signal. In
addition, the introduction of direct communications causes more
severe interference to UEs served by SBSs, thus degrading their
throughput performance.

In this article, we adopt different mmWave bands for the data
transmission of access and backhaul. The 28 GHz band and
the 73 GHz band are used for the data transmission of access
and backhaul, respectively. Both the BSs and UEs are assumed
to be equipped with antenna arrays for performing directivity
beamforming. Besides, since mmWave is very sensitive to the
blockage of environmental obstructions, we further assume that

the BSs and the UEs are also equipped with omnidirectional an-
tennas in sub-6 GHz for reliable transmission of the transmission
requests and signaling information [39]. Let U = {1, 2, . . ., N}
and B = {1, 2, . . ., S} denote the sets of UEs and SBSs, respec-
tively.

1) Access Transmisson Model: The access transmissions are
performed in 28 GHz. Channel multiplexing can be adopted
in the system for saving channel resources. However, the conse-
quent interference needs to be considered in the network design.
In the access network, frequency resources are multiplexed in
different small cells. Time is assumed to be partitioned into
multiple superframes and each superframe consists of many
nonoverlapping time slots. Each SBS uses TDMA to serve its
associated UEs, which allows different UEs in the small cell to
occupy all the access link bandwidth for data transmission in
different time slots. Moreover, each SBS evenly allocates time
slots to its associated UEs in the small cell. Suppose that at each
time t1, each SBS can be associated with up toNs UEs, and each
UE can only be associated with one SBS. We use a variable yij,t
to indicate user association, which is defined as

yij,t =

{
1, if UE i is associated with SBS j at time t

0, otherwise.
(1)

The number of UEs associated with SBS j at time t is given by

Nj,t =
∑
i∈U

yij,t. (2)

In the downlink of the access network, we assume that the
antenna arrays of each SBS and its served UE at each time
slot perform directivity beamforming before transmission. The
received power at UE i from BS j at time t, can be written as

pacji,t = PSGs(j, i)Gr(j, i)Lt (dji) , (3)

where PS is the transmit power at SBS j, Gs(j, i) denotes the
transmit antenna gain in the direction of BS j → UE i and
Gr(j, i) denotes receive antenna gain in the opposite direction,
dji denotes the distance from SBS j to UE i, andLt(dji) reflects
the path loss and shadow fading of the access link. In this article,
we adopt the close-in free space reference distance path loss
model at 28 GHz in [40], which is based on the real propagation
measurements at 28 GHz in downtown Manhattan. Therefore,
the model can better reflect the propagation characteristics of
28 GHz signals in the real environment. The path loss is ex-
pressed as

Lt (dji) [dB]=10log10

(
4πd0

λ

)2

+10n̄aclog10

(
dji
d0

)
+Xac,

(4)
where λ denotes the wavelength, d0 is the far field reference
distance, n̄ac is the path-loss exponent and Xac represents the
log-normal shadowing in dB, which is a zero-mean Gaussian
random variable with variance σ2

ac. Both n̄ac and σ2
ac are the

best fit over all measurements from the particular measurement
campaign at 28 GHz in downtown Manhattan [40].

1Note that the time t corresponds to the time when the link blockage state
changes. The change is a large-scale characteristic of the wireless channel. The
time scale of a time t is much larger than the superframe length of the access
link.
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TABLE II
DIRECTIVITY GAIN OF UNINTENDED SBS-UE PAIR (k, i)

Unlike sub-6 GHz frequency band, high gain directional link
is always established in mmWave communication to compen-
sate for the high path loss and penetration loss of mmWave.
Thus, both UEs and SBSs are equipped with antenna arrays for
directional beamforming to direct beams towards each other. In
this article, for tractability of the analysis, we utilize a sector
antenna model to approximate the actual antenna patterns [41]:

Gd(θ) =

{
Gmax

d , |θ| ≤ ωd

Gmin
d , |θ| > ωd,

(5)

where d ∈ {s, r}, θ denotes the angle off the boresight direction,
θ ∈ [−π, π), ωd denotes the beamwidth of the main lobe, Gmax

d

and Gmin
d is directivity antenna array gain of the main lobe

and the side lobes, respectively. We assume that there are no
alignment errors in this system, so each intended SBS-UE pair
has the maximum directivity gain Gmax

SBSG
max
UE . The beams of

other unintended pairs are randomly oriented towards each other
and uniformly distributed in [−π, π). Therefore, the directivity
gain of unintended pair is a discrete random variable. The four
possible gain values and their corresponding probabilities are
given in Table II.

Besides, due to the small wavelength and the directional
transmission, the mmWave link is sensitive to the blockage
of environmental obstructions like trees, buildings, and human
bodies. The most significant difference between the microwave
band and the mmWave band is that in many locations, especially
when the distance from the transmitter is >200 meters, no
mmWave signal with transmit powers between 15 and 30 dBm
can be detected. It means that all the paths to the receiver in these
locations are blocked by obstructions [42].

Therefore, we consider the three possible states of the access
link, including line-of-sight (LOS), non-line-of-sight (NLOS),
and outage [40]. The path loss in the outage state is infinite,
which means the links between SBS and UE are completely
blocked by environmental obstructions. The access link in the
NLOS state will experience more serious path loss than in the
LOS state, which is reflected in parameters n̄ac and σac in (4).
Due to the dynamic and random nature of link blockage, three
states of access link are assumed to appear randomly over time,
and the path loss of the access link will follow the changes of the
access link state at different time t [34]. We use cji,t to indicate
the state of the access link between SBS j and UE i at time t,
defined as

cji,t =

⎧⎨
⎩

0, if the state of the access link is LOS
0.5, if the state of the access link is NLOS
1, if the state of the access link is outage,

(6)

which can be estimated by BS j through the statistics of UE
i signal. The set of the states of all the possible access links

between UE i and all the SBSs can be denoted as

ci,t = {c1i,t, c2i,t, . . ., cSi,t} . (7)

The probability functions of three states is related to the distance
between the transmitting and receiving antennas:

PLOS (dji) = (1 − Poutage (dji))e
−alosdji (8)

PNLOS (dji) = 1 − Poutage (dji)− PLOS (dji) (9)

Poutage (dji) = max
(
0, 1 − e−aoutdji+bout

)
. (10)

where the parameters alos, aout, and bout, and the other channel
parameters corresponding to the three states can be determined
by fitting the equations to the measured data in downtown
Manhattan via maximum likelihood estimation [40].

In this system, we assume that TDMA is adopted in each small
cell and different frequency bands is allocated for access and
backhaul, so no intra-cell interference and backhaul interference
exist. However, since small cells are densely deployed and
different small cells reuse the access spectrum resources, it is
necessary to consider the inter-cell interference. Therefore, the
interference at UE i associated with SBS j at time t, which is
denoted as Iji,t, can be expressed as

Iji,t =
∑

k∈B\{j}
PSGs(k, i)Gr(k, i)Lt (dki) . (11)

The interference comes from signals sent from SBSs other than
the SBS j associated with UE i, and the values of antenna gain
Gs(k, i)Gr(k, i) are shown in Table II.

Assume that the bandwidth of the access link is Wac, and let
N0 denote the one-sided power spectra density of white Gaussian
noise. The signal-to-interference-plus-noise ratio (SINR) at UE
i associated with SBS j at time t can be calculated as

γac
ji,t =

PSGs(j, i)Gr(j, i)Lt (dji)

N0Wac +
∑

k∈B\{j} PSGs(k, i)Gr(k, i)Lt (dki)
.

(12)
Consider all the UEs associated with the same SBS j. Then,
the average throughput of one of the UEs, UE i, in the access
downlink at time t is given by

raci,t =
∑
j∈B

yij,tWac

Nj,t
log2

(
1 + γac

ji,t

)
. (13)

Since we assume that each UE is associated with one SBS, if UE i
is associated with SBS j∗, i.e., yij∗,t = 1, the average throughput
of UE i in the access link can be written as

raci,t =
Wac

Nj∗,t
log2

(
1 + γac

j∗i,t
)
. (14)

2) Backhaul Downlink Model: The backhaul transmissions
are performed in 73 GHz. We assume that the MBS can establish
directional backhaul connections with all SBSs at the same
time. Each SBS is assumed to be allocated orthogonal backhaul
frequency resources without interference between each other.

In the downlink of the backhaul, the antenna arrays of each
MBS and all the SBSs perform directivity beamforming before
transmission. The received power at SBS j at time t is

pbkMj,t = PMGs(M, j)Gr(M, j)Lt (dMj) , (15)
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where PM is the transmit power of the MBS; Gs(M, j) and
Gr(M, j) denote the transmit and receive directivity antenna
gain, respectively, from the MBS to SBS j, dMj is the distance
from the MBS to SBS j; and Lt(dMj) reflects the path loss
and shadow fading of the backhaul link. We adopt the close-in
free space reference distance path loss model at 73 GHz in [40],
which is based on the real propagation measurements at 73 GHz
in downtown Manhattan. The path loss is expressed as

Lt (dMj)[dB]=10log10

(
4πd0

λ

)2

+10n̄bklog10

(
dMj

d0

)
+Xbk,

(16)
where n̄bk is the path-loss exponent of the backhaul link, and
Xbk ∼ N(0, σ2

bk) is related to shadow fading in the backhaul
link. Both n̄bk andσ2

bk are the best fit over all measurements from
the particular measurement campaign at 73 GHz in downtown
Manhattan [40]. Considering the high gain directional backhaul
link achieved by beamforming at antenna arrays, we adopt
the same sector antenna in the backhaul link as in the access
link. In addition, as mentioned before, we assume that with
the appropriate deployment of BSs, the backhaul links can be
regarded as LOS connections.

The total bandwidth of the backhaul network is Wbk. We
assume that MBS allocates orthogonal backhaul frequency re-
sources to each SBS, and we denote the bandwidth allocated by
the MBS to the SBS j at time t as wj,t. In this article, in order to
allocate the backhaul resources more effectively, we consider the
available backhaul resources for each UE. In this way, according
to the access link state of each UE, different backhaul resources
can be allocated to different UEs, and the allocation of backhaul
resources can better adapt to the dynamic changes of access link
state. Accordingly, the backhaul resources of each SBS, i.e., the
bandwidth of each backhaul link, is the sum of the backhaul
resources of all the associated UEs.

If UE i is associated with SBS j, the proportion of the backhaul
bandwidth that is allocated to UE i at time t is given by the
backhaul bandwidth factor βij,t ∈ [0, 1], and the amount of
bandwidth assigned to UE i is βij,tWbk. So the total proportion
of the backhaul bandwidth allocated to SBS j at time t is

βj,t =
∑
i∈U

yij,tβij,t, (17)

and the total amount of bandwidth for SBS j is

wj,t = βj,tWbk. (18)

In the backhaul link, due to the different frequency bands used
for access and backhaul and the orthogonal resource allocation,
we don’t need to consider the access interference and the inter-
ference between SBSs. Besides, we consider the single MBS in
our system, and assume the sufficient long distances between
the SBSs in the HetNet with the neighbouring MBSs. So the
signal-to-noise ratio (SNR) at SBS j at time t can be calculated
as

γbk
j,t =

PMGs(M, j)Gr(M, j)Lt (dMj)

N0wj,t
. (19)

Then, the throughput of backhaul link between MBS and SBS
j at time t is given by

rbkj,t = wj,tlog2

(
1 + γbk

j,t

)
. (20)

And the achieveable throughput of UE i in the backhaul link at
time t is given by

rbki,t =
∑
j∈B

yij,tβij,tWbklog2

(
1 + γbk

j,t

)
. (21)

Since we assume that each UE is associated with one SBS, if UE i
is associated with SBS j∗, i.e., yij∗,t = 1, the average throughput
of UE i in the backhaul link can be written as

rbki,t = βij∗,tWbklog2

(
1 + γbk

j∗,t
)
. (22)

B. Problem Formulation

We consider both the access link and backhaul link. At time t,
in order to serve UE i, the actual achievable link throughput in
the HetNet is determined by the small one between the backhaul
link throughput and the access link throughput, which is given
by

Ri,t = min
(
rbki,t, r

ac
i,t

)
. (23)

The total actual link throughput of all the UEs at time t in the
HetNet is

Rt =
∑
i∈U

Ri,t. (24)

In the mmWave HetNet, we aim to maximize the long-term total
throughput of all the UEs over a finite period T . The joint user
association and backhaul resource allocation problem can be
formulated as

max
y,β

T∑
t=1

Rt (25)

s.t.
∑
j∈B

yij,t = 1, ∀i ∈ U, ∀t (26)

∑
j∈B

βj,t ≤ 1, ∀t (27)

Nj,t =
∑
i∈U

yij,t ≤ Ns, ∀j ∈ B, ∀t (28)

yij,t ∈ {0, 1}, ∀j ∈ B, ∀i ∈ U (29)

βij,t ∈ [0, 1] , ∀j ∈ B, ∀i ∈ U. (30)

This joint optimization problem can be solved by finding the
optimal backhaul bandwidth factor setβ and the user association
indicator set y. Due to the dynamically changing blockage state
of the access links, the user association and backhaul resource
allocation strategy need to be adjusted in time in order to
ensure good throughput performance. Constraint (26) indicates
that each UE can only be associated with one SBS at a time.
Constraint (27) indicates that the bandwidth resources shared by
all backhaul links does not exceed the total available bandwidth
resources. Constraint (28) ensures that the number of UEs served
by each SBS does not exceed the upper limit of the SBS.

Authorized licensed use limited to: Auburn University. Downloaded on February 10,2025 at 17:22:25 UTC from IEEE Xplore.  Restrictions apply. 



14504 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 72, NO. 11, NOVEMBER 2023

TABLE III
NOTATION SUMMARY

Problem (25) is a MINLP problem, which is difficult to
solve for the global optimal solution. Many state-of-the-art
approaches are helpful to solve the MINLP problem, includ-
ing heuristic-based, optimization-based, and game theory-based
approaches [24]. However, in our system, the access link state
changes over time, such approaches will not be accurate. They
need to reconfigure to reflect the new environment. Besides,
most of these approaches rely on accurate and complete knowl-
edge of wireless environment or a large amount of information
exchanged between network entities (e.g., BSs and UEs). They
are difficult to perform in the large-scale HetNets. Therefore, we
propose a MADRL-based method to solve these problems. The
method allows each agent to learn to adapt to the environment
without the knowledge of environment in advance and locally
find the optimal policy through effective learning. Table III
summarizes the notations adopted in this section.

IV. MULTI-AGENT DEEP REINFORCEMENT LEARNING

BASED METHOD

In this article, we propose a MADRL based method to solve
problem (25). Considering the difficulty in obtaining full and
perfect CSI in HetNets with small cells densely deployed, this
method does not require complete CSI information. Besides,

Fig. 2. The Markov game model.

through the extensive training, this method can quickly adjust the
user association and backhaul resource allocation policy when
the access link state changes.

Note that although single-agent deep reinforcement learning
(SADRL) method also has the above advantages, it is not practi-
cal to use SADRL method for this problem. On the one hand, the
state and action space will grow dramatically, which makes the
convergence of the algorithm extremely difficult. Specifically,
if we denote the size of action space for each agent of the
MADRL method as A, the size of action space for the agent
of the SADRL method is AN . Thus, we can see that the growth
is even more significant in the HetNets we considered with small
cells densely deployed. On the other hand, the SADRL method
needs a network controller with agent to collect information
from all the network entities, make decisions centrally and then
broadcast the decisions to each network entity. The considerable
communication overhead will be intolerable in large-scale Het-
Nets. In comparison, the MADRL method we proposed supports
that each agent obtain state observations independently and
make decision locally, which greatly reduces communication
overhead. Besides, the MADRL method we proposed trains all
the agents in parallel, thus reducing the training time.

In this section, we first establish a Markov game model
corresponding to the joint optimization problem. Then we intro-
duce DDQN algorithm and develop a multi-agent double deep
Q-learning (MADDQN) method to obtain the optimal solution
for the Markov game model.

A. Markov Game Model

In MADRL, the interaction between agents and the environ-
ment is usually described as a Markov game [23], as shown in
Fig. 2. There are four key elements in a Markov game: (i) a
finite environment state space S, (ii) a finite action space A,
(iii) the reward R, and (iv) the state transition probability P .
Suppose that there are n agents in the environment. At training
time t, each agent i observes the current environment state
si,t, and then takes an action ai,t. The joint actions of all the
agents in the environment are represented by at. Afterwards, the
environment feeds back the reward for each agent according to
the joint actions, while the state transition occurs simultaneously.
Each agent i then receives a reward ri,t+1 and observes a new

Authorized licensed use limited to: Auburn University. Downloaded on February 10,2025 at 17:22:25 UTC from IEEE Xplore.  Restrictions apply. 



GUO et al.: JOINT DESIGN OF ACCESS AND BACKHAUL IN DENSELY DEPLOYED mmWAVE SMALL CELLS 14505

environmental state si,t+1. Then the interaction between each
agent and the environment at training time t is completed. The
state transition probability and reward at time t+ 1 depend
only on the previous state and the previous action at time t,
regardless of the earlier states and actions (i.e., satisfying the
Markov condition).

Since machine learning algorithms are computationally and
memory intensive, some notable efforts have already been made
both in hardware design and software acceleration, which makes
it possible to move the optimization process at the UE [43], [44],
[45]. In this sense, [36] and [38] have treated UEs as agents
and proposed distributed MARL algorithms to solve the user
association problem. Thus, as for the joint optimization of user
association and backhaul bandwidth allocation, we regard each
UE i as an agent.

The entire mmWave HetNet system can be regarded as the
environment. At each time t, after the user association and back-
haul resource allocation strategies of all the UEs are adopted, the
environment can generate the link throughput corresponding to
each UE i and the total link throughput in the network according
to the link models. This can be used as the basis for UEs’
decision-making.

To transform the joint optimization problem into a Markov
game, which can be solved by MADRL, we design the key
elements of the corresponding Markov game below in detail.

1) State: State should fully represent the features of the
network environment at different times, when different resource
allocation and user association policies lead to different link
throughput. Moreover, due to the dynamic characteristics of
mmWave links, the access links will assume different states,
which change over time. Therefore, the state of the environment
should contain the total achieved link throughput in the HetNet,
the achieved link throughput of each UE and the states of all the
access links.

Besides, considering the constraint (27), since each UE makes
decisions independently, the total backhaul resources allocated
to UE may exceed the limit. Thus, each UE needs to observe
the allocation of backhaul resources in the network, which is
determined by actions of all the UEs at previous time. We can
use βt to represent the observation of the backhaul resource
allocation at time t, which is given by

βt =

{∑
j∈B βj,t,

∑
j∈B βj,t ≤ 1

0, otherwise.
(31)

Therefore, with regard to each UE i, the state observation ob-
tained from the environment consists of four parts: (i) the total
achieved link throughput, (ii) the observation of the backhaul
resource allocation, (iii) the achieved link throughput of UE i
and (iv) the states of all the possible access links of UE i. We
can write the state observation of UE i at time t as a tuple:
{βt−1, Rt, ci,t, Ri,t}.

In addition, in MADRL, since all the agents learn to select
their actions at the same time, each agent faces a non-stationary
environment, which is harmful to the experience replay in DQN.
Therefore, we adopt the fingerprint-based method designed
in [46] to deal with this problem. The main idea is to add the

estimate of other agents’ policies to the state space of each agent.
However, the policy of each agent includes a high-dimensional
DQN, which makes it difficult to act as a part of state. Con-
sequently, a low-dimensional fingerprint should be included in
the state of each agent to track the historical trajectory of other
agents’ policy. As for MADRL, the policy updates of each agent
are correlated with the number of training iterations, denoted by
e, and the exploration rate ε in the ε-greedy strategy. Therefore,
these two variables should be added to the observation space of
each agent as low dimensional fingerprints.

As a result, the state observation of each agent i at time t can
be designed as

si,t = {βt−1, Rt, ci,t, Ri,t, e, ε} , (32)

and the joint actions of all the agents can be expressed as

st = {s1,t, s2,t, . . ., sN,t} . (33)

2) Action: The action of each UE i consists of two parts: (i)
backhaul bandwidth allocation, and (ii) user association. How-
ever, the backhaul bandwidth factor indicating the bandwidth
allocation, i.e.,βij,t, is a fraction in [0,1], leading to a continuous
action space, which the DQN algorithm is not good at dealing
with. Therefore, discretization of the action space should be
considered.

We divide the total bandwidth of the backhaul network into L
non-overlapping bandwidth resource blocks. Thus the backhaul
bandwidth allocation problem is transformed into a bandwidth
resource block allocation problem. Suppose that each bandwidth
resource block can only be allocated to one UE, while a UE can
occupy multiple bandwidth resource blocks. At time t, if UE
i is associated with SBS j, the number of backhaul bandwidth
resource blocks that can be occupied by UE i is represented
by lij,t. Therefore, the backhaul bandwidth factors βij,t can be
written as

βij,t =
lij,t
L

. (34)

Accordingly, the constraint (27) is equivalent to
∑

j∈B
∑

i∈U
lij,t ≤ L, ∀t.

Then, we can use lij,t to represent the allocation of backhaul
bandwidth to UE i at time t in the algorithm. In order to reduce
the action space and avoid the case when the backhaul bandwidth
is allocated to only one or few UEs, we set an upper limit on
the bandwidth resource blocks that can be occupied by each UE
according to the number of UEs in the HetNet, denoted by lmax.
As a result, the action of each agent i at time t is designed as

ai,t = {j∗, lij∗,t} , (35)

where j∗ denotes the index of the SBS associated with UE i, and
lij∗,t satisfies lij∗,t ∈ [0, lmax]. Therefore, the size of the action
space, denoted by A, is the product of the size of the range
[0, lmax] and the number of SBSs in the HetNet, i.e., (lmax +
1)× S. The joint actions of all the agents are expressed as

at = {a1,t, a2,t, . . ., aN,t} . (36)

3) Reward: In the HetNet scenario, all the agents make
bandwidth allocation and user association decisions in order to
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maximize the long-term total link throughput. However, in the
training process, the total allocated backhaul resources may ex-
ceed the upper limit. At this time, constraint (27) is not satisfied.
In addition to add the observation of bandwidth allocation to the
state mentioned before, it is useful to constrain the reward value.
If the total allocated backhaul resources are more than the total
available bandwidth resources, the reward value is equal to 0.
This means that, if the joint actions of all the agents do not meet
the constraint (27), all the agents will not be rewarded. Besides,
if the number of UEs served by the BS j is more than Ns, which
means the constraint (28) is not satisfied, the UEs associated
with the BS j will not be rewarded. Therefore, agents can learn
to avoid the situation of not meeting the constraint in the training
process.

Moreover, it seems like all the agents assume a common goal
that maximize the long-term total link throughput. However,
this cannot be simply regarded as fully cooperative MARL [47].
Each UE has the selfishness to improve its own throughput.
Therefore, in the design of reward value, we need to consider
not only the total link throughput in the network, but also the
link throughput of each UE. We define δ as a factor representing
the degree of selfishness of each UE. The reward of each agent
i is written as

ri,t+1 =

{
δRi,t + (1 − δ) 1

NRt, if βt ≤ 1and Nj∗,t ≤ Ns

0, otherwise.
(37)

The larger the value of δ, the more likely UEs are to make
decisions conducive to improving their own throughput. We
will determine δ with the best network performance through
simulation experiments.

B. Double Deep Q-Learning (DDQN) Algorithm

To solve the Markov game, it is necessary to select appropriate
policy-making algorithm for each agent. The policy π refers to
the mapping from state s to action a, which defines the behavior
of agent. The policy is expressed by the probability of taking
action a in the current state s. Considering long-term reward,
the goal of the agent is to find an optimal policy that maximizes
the cumulative discounted reward Gt at each training step t,
which is given by

Gt
.
=

∞∑
k=0

γkrt+k+1, (38)

where γ is the discount rate, which reflects the importance of
future rewards, and rt denotes the reward value at training step t.

To evaluate the policies, the action-value function, a.k.a. the
Q-value, is adopted in Q-learning. It is defined as the expected
return of the discounted reward of all possible policy sequences
after taking action a in the current state s at training step t
according to policy π, which can be written as

Q(St, At) = Eπ [Gt | St = s,At = a] . (39)

Following the Bellman equation [20], the current action-value
function at training step t can be associated with the subsequent
action-value function at training step t+ 1. The optimal strategy

corresponds to the optimal action-value function in the finite
Markov decision process (MDP) [20]. Consequently, the optimal
action-value function Qtarget(St, At), which is also called the
target Q-value, can be written as

Qtarget(St, At) = rt+1 + γ ·max
a

Q(St+1, a). (40)

The Q-value is updated with the target Q-value at each training
step t, denoted as

Q(St, At) := Q(St, At) + α · [Qtarget(St, At)−Q(St, At)],
(41)

where α represents the learning rate, which determines the
updates of the Q-value.

Q-learning needs to establish a Q-table to store the Q-values of
all the state-action pairs. For high-dimensional state and action
spaces, the Q-table will be very large, which brings a great
burden on storage and computing. To address this issue, DQN
leverages a DNN to learn and approximate Q-values, which is
referred to as the Q-evaluate network. Nevertheless, DNN needs
a large number of labeled data for training, while RL has to
generate the training data in the learning process, i.e., it does not
provide a labeled dataset in advance. In addition, the training data
should be uncorrelated, but RL obtains highly correlated data
during its operation, which could cause the training process to
be unstable. Therefore, in order to leverage a DNN in Q-learning,
experience replay and fixed Q-target network are used to improve
the stability of the training process [22].

Experience replay refers to storing the experience obtained
from interaction with the environment at each training step t,
i.e., {St, At, rt+1, St+1}, in the replay memory. Then, when
the Q-evaluate network needs to be updated, a mini-batch of
replay memory D is randomly selected from the replay memory
as training data, both the new data and historical data will be
included for training, thus breaking the correlation in the data.

In addition, fixed Q-target network means the use of an
independent Q-target network to generate the target Q-value.
The update of the Q-target network is slower than that of the
Q-evaluate network, and is achieved by replacing the parameters
of the Q-target network θ− with the parameter of the Q-evaluate
network θ.

Therefore, unlike the update of Q-table in Q-learning, as
in (41), DQN updates the parameter θ of the Q-evaluate network
using mini-batches randomly selected from the replay memory
D to minimize the following loss function.

L =
∑
D

[
rt+1 + γ ·max

a
Q(St+1, a; θ

−)−Q(St, At; θ)
]2

.

(42)
Moreover, when calculating the target Q-value, both the se-
lection and the evaluation of actions based on the maximum
Q-value are estimated by the Q-target network, which is prone
to overestimation. To this end, DDQN decouples the selection
and evaluation to solve the above problem [48]. In the calculation
of the target Q-value, action selection uses the Q-value estimated
by the Q-evaluate network, and the Q-target network is only used
to evaluate actions. The loss function of the DDQN is modified
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as

L =
∑
D

[
rt+1 + γ ·Q

(
St+1, argmax

a
Q(St+1, a; θ); θ

−
)

−Q(St, At; θ)

]2

. (43)

C. Multi-Agent Double Deep Q-Learning (MADDQN) Method

Taking DDQN as the policy-making algorithm of each agent,
we design MADDQN method to solve the Markov game model.
We assume the Markov game model is episodic. Each episode
includes T steps. Each step t corresponds to the time t. The state
of the access link between each UE and each SBS changes over
training time steps, so that agents can learn the link blockage
pattern and adaptly make optimal decisions. Our goal is to
maximize the sum of the total link throughput in an episode,
corresponds to (25).

In this article, we mainly consider the design of joint optimiza-
tion scheme that can effectively cope with random and dynamic
link blockage. In fact, the network may change in other aspects
at the same time, such as the rapid movement of UEs and the
increase or decrease of the number of UEs, etc. If we spend
too much time for training, these changes in the network during
the training stage may affect the results of the training. Thus,
we adopt a distributed architecture to design algorithm training,
each UE can train its Q network locally. From the perspective of
the entire network, training is done in parallel, greatly reducing
the training time. Besides, the increase in computing power is
rapid, so the time cost of training models will be greatly reduced
in the future.

The detailed training procedure is presented in Algorithm 1.
The agent at each UE i has two dedicated DQNs: the Q-evaluate
network and the Q-target network. At each episode, all the
agents’ states are first initialized. The UE-SBS association has
not been established in the initial state, so the link throughput
of all the agents are zero at this time. Then, at each training step
t, after each UE agent observes the environment state si,t, the
Q-evaluate network uses it as input and outputs the Q-values
of all the state-action pairs in the current state. The choice of
action is based on the Q-values with the ε-greedy policy, which
means that action is randomly chosen with probability ε while
the action with the maximum Q-value is chosen with probability
(1 − ε).

However, if all the agents randomly select lij,t between
[0, lmax], the number of total backhaul resource blocks allocated
to UEs in the network may be all the values between 0 andNlmax.
The probability of L resource blocks being fully utilized is only

1
Nlmax+1 . Actually, we hope thatL resource blocks can be utilized
as much as possible, and L should be the maximum number of
resource blocks available. Therefore, we implement ε-greedy
strategy centrally. Specifically, all the UEs are consistent in
the mode of selecting actions, i.e., randomly or according to
the output of Q-evaluate network. The mode is controlled by a
network controller located in the MBS.

If the network controller decides to select actions according to
the output of the Q-evaluate network, all the UEs can make action

Algorithm 1: The MADDQN Method for Joint Optimiza-
tion of User Association and Resource Allocation in the
HetNet.

1: Initialize the parameters of the Q-evaluate network and
the Q-target network of all the UE agents randomly;

2: Initialize the replay memory at each agent;
3: for each episode e do
4: Initialize st;
5: for each step t do
6: for each agent i do
7: Observe environment state si,t;
8: The Q-evaluate network uses si,t to choose

action ai,t from A with the centralized ε-greedy
policy;

9: end for
10: All agents take actions and obtain reward ri,t+1;
11: Update access link states cji,t;
12: for each agent i do
13: Observe environment state si,t+1;
14: Store {si,t, ai,t, ri,t+1, si,t+1} in the replay

memory Di;
15: end for
16: end for
17: for each agent i do
18: Sample minibatch Di from the replay memory

randomly;
19: Calculate the loss function using the Q-target

network;
20: Update the parameters of the Q-evaluate network

using stochastic gradient descent;
21: For every C episodes, update the parameters of the

Q-target network;
22: end for
23: end for

selection decisions independently according to their Q-evaluate
network. Then, each UE sends the access request and the number
of required backhaul resources to the SBS that the UE has
chosen. If the number of UEs associated with the SBS satisfies
constraint (28), the SBS accepts the access request and sends
a feedback signal to the UE to establish an access connection.
Otherwise, the SBS rejects the access request and the access
throughput of all associated UEs is 0. Then, all the SBSs send
the total backhaul resource requirements of the associated UEs
to the MBS. The MBS determines whether the total backhaul
resource allocation satisfies the constraint (27). If satisfied, the
MBS allocates the corresponding backhaul resources to SBSs
and feeds back the information of the allocated total backhaul
resources to each UE. If not, the backhaul resources will not be
allocated. At this time, the throughput of all the UEs is 0.

If actions are decided to be selected randomly, the network
controller randomly generates rational action selection for each
UEs. Specifically, the user association policy should meet the
constraint (26), while the backhaul resource allocation policy
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should meet: ∑
j∈B

∑
i∈U

lij,t = L, (44)

so as to make sure all the backhaul resources can be fully
utilized. The MBS can directly determine the allocation of the
backhaul resource based on the action selection and send the
action selection scheme to each SBS. Then, each SBS sends
the action selection scheme to the previous associated UEs. After
receiving the new scheme, each UE sends an access request to
the corresponding SBS. The SBS directly accepts the request
and sends a feedback signal to the UE to establish an access
connection.

After all the agents take actions at each training step t, the
achievable link throughput of each UE can be observed locally.
Each UE can send its achievable link throughput to the MBS
through the associated SBS. The MBS will calculate the current
total achievable link throughput, and then feed it back to each
UE, which makes each UE can calculate its complete reward
ri,t+1. When the access link state of UE i changes, each SBS j
estimates its current access link state cji,t, and sends the state to
UE i. It should be noted that taking into account the blockage
characteristics of the mmWave link, we use the sub-6 GHz band
to reliably transmit access requests and signaling information.
Therefore, we can see that through information exchange, the
state observations of each UE at step t+ 1 can be completely
obtained, which can be used as the basis for action selection at
step t+ 1. Then, the tuple {si,t, ai,t, ri,t+1, si,t+1} of each UE
i is stored in its replay memory for the update of the Q network.

Furthermore, at the end of each episode e, a mini-batch of
memory Di is randomly sampled from the replay memory as
training data for the Q-evaluate network at each UE agent i.
With the target Q-value calculated by the Q-target network, the
loss function of the Q-evaluate network can be written as

Li =
∑
Di

[ri,t+1 + γ ·Q(si,t+1, argmax
a

Q(si,t+1, a; θt); θ
−
t )

−Q(si,t, ai,t; θt)]
2. (45)

Stochastic gradient descent is used to update the Q-evaluate
network. The Q-target network of each UE agent i is updated in
every C episodes according to the fixed Q-target.

After completing training of the multi-agent system, the
trained Q-evaluate network of each UE i can be used to make
user association and backhaul bandwidth allocation decisions in
the current system scenario. At this time, each agent i can inde-
pendently choose action without the assistance of the network
controller. Specifically, when the access link state changes, each
UE agent i uses the state observation with e and ε from the last
training episode as input to the Q-evaluate network. According
to the output of the Q-evaluate network, the action with the
maximal Q-value is chosen by each UE i. The information
exchange in the process of taking action and observing state
is similar to the Q-value based action selection in the training
stage. Thereafter, at each time t, all the UEs will be associated
with the corresponding SBS and the corresponding backhaul
bandwidth will be allocated to each SBS.

Fig. 3. The deployment scenario of the HetNet used in our simulation study.

TABLE IV
SIMULATION PARAMETERS

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, we evaluate the performance of the proposed
MADDQN method through simulations. Specifically, we first
investigate the impact of the selfish factor δ on the performance
of our scheme. Then, we compare our scheme with the other
four schemes in terms of the throughput performance.

A. Simulation Setup

Consider a two-tier HetNet as shown in Fig. 3, where the
SBSs and UEs are randomly distributed within a radius of 200 m
centered at the MBS. In the HetNet, small cells are densely
deployed, and we set the density of SBSs to be more than 100
BSs/km2 accordingly [49], [50]. MmWave communications are
used in the HetNet, where the access links and the backhaul
links use the 28 GHz band and the 73 GHz band, respectively.
The link parameters are determined by fitting the equations
to the measured data in downtown Manhattan via maximum
likelihood estimation [40]. The settings of simulation parameters
are summarized in Table IV.

In the MADDQN method, the Q-evaluate network of each
UE has the same structure as the Q-target network, i.e., having
three fully connected hidden layers with 400, 350, and 300
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neurons, respectively. The replay memory size is 150,000 and
the minibatch size is 1,000. Rectified linear unit (ReLU), i.e.,
ReLU(x) = max(x, 0), is adopted as the activation function.
The RMSProp optimizer [51] is used to update the Q-evaluate
network, where the learning rate is set to 0.0001. The discount
rate γ is set to 0.9. The total training steps T of each episode is
1,000, and the total number of episodes E is set on the basis of
ensuring the convergence of the algorithm. The exploration rate
ε is set to attenuate linearly from 1 to 0.002 with the increase of
episode e over the first 80%E training episodes and be stable at
0.002 afterwards.

It is worth noting that the dynamic changes of the system
are reflected in the dynamic and random access link blockage,
which results in dynamic changes in the access link state cji,t
over time. The probability of each access link state is given
by (8-10). For the proposed MADDQN method, we first perform
algorithm training using Algorithm 1 and then test the trained
MADDQN. In the training stage, the state of the access link
between each UE and each SBS changes once at each training
time step. Since each episode contains 1,000 training steps, the
access link states change 1,000 times in each episode, which
facilitates the MADDQN algorithm to learn the underlying
correlation between the dynamics of the link blockage, the joint
optimization strategies, and the system throughput performance.
In the testing stage, we test the performance of the algorithm over
1,000 time steps, and the access link state between each UE and
each SBS changes with time steps. At each time step, all UEs
make quick decisions with their trained Q-networks based on
the current access link state.

In order to show the advantage of our proposed algorithm
in the improvement of link throughput, the proposed user as-
sociation and backhaul bandwidth allocation scheme based on
trained MADDQN is compared with the three baseline schemes
for HetNets and one baseline schemes for the macrocell:

1) HL (heuristic based user association and load based back-
haul bandwidth allocation): the user association scheme is
proposed in [52]. Since we do not consider optimization of
power and beam width, we adapt the algorithm as shown
in Algorithm 2. When the access link between SBS j and
UE i is not in the outage state, we treat it as a feasible
user association. The algorithm first orders all the feasible
user associations according to their respective SNRs, and
then validates in order whether the current association can
increase the total access link throughput of the HetNet.
The MBS allocates backhaul bandwidth proportional to
the load on each small cell.

2) SL (SNR based user association and load based backhaul
bandwidth allocation): each UE is associated with the
SBS which can provide the maximum SNR, and the MBS
allocates backhaul bandwidth proportional to the load on
each small cell. If the number of UEs requested to associate
with a SBS exceeds Ns, the SBS selects Ns UEs with the
maximum SNR for access, and other UEs select the SBS
providing the maximum SNR among the remaining SBSs
to associate.

3) DA (distance based user association and equal backhaul
bandwidth allocation): Each UE is associated with the

Algorithm 2: Heuristic scheme for User Association.
1: Set yij,t = 0, ∀i ∈ U,∀j ∈ B at time t;
2: Get the SNRij,t if the access link state cji,t 	= 1 at time

t;
3: Sort the SNRij,t values in descending order into

Zt = {z1,t, z2,t, . . ., zk,t, . . ., zK,t}. k = φ(i, j) denotes
the mapping between k and the SBS-UE pair (i, j);

4: Initialize Rac
t = 0;

5: while k ≤ K do
6: Set yk,t = 1;
7: Compute Rac

t (k);
8: if Rac

t (k) > Rac
t (k − 1) and constraint (28) is satisfied

then
9: Set yk,t = 1;
10: else
11: Set yk,t = 0;
12: end if
13: end while

nearest SBS, and the backhaul bandwidth is evenly al-
located to each SBS. If the number of UEs requested to
associate with a SBS exceeds Ns, the SBS selects the
nearestNs UEs for access, and other UEs select the nearest
SBS among the remaining SBSs to associate.

4) MBS-only (MBS serves UEs directly): There are no small
cells deployed in the macro cell. Each UE is associated
with the MBS. The MBS communicates with UEs at
28 GHz band, and allocates equal bandwidth to each UE.

B. Choice of the Selfish Factor

Since the choice of the selfish factor δ defined in (37) has a
significant impact on the throughput performance of our scheme,
we now investigate it for better choice.

First, in Fig. 4, we test the effect of different δ on the conver-
gence performance of the algorithm. There are 30 UEs, 20 SBSs
and a MBS in the HetNet as Fig. 3 shows, and the number of
training episodes E is set to 3,000. The average link throughput
of each episode represents the average of the link throughput of
1,000 training steps in this episode. If the action selection at a
training step does not satisfy the constraint (27) and (28), we set
the throughput of this training step to 0. As we can see, when δ
is 0 and 0.2, the fluctuation of convergence curve is small, and it
can converge stably in about 2400 training episodes. However,
as δ increases, the convergence curve fluctuates more and more
sharply. In addition, the convergence value of the average link
throughput is maximum at δ = 0.2 and decreases with increas-
ing δ when δ > 0.2. To better explain these observations, we test
the trained MADDQN of different δ in the same scenario. The
test results are shown in Figs. 5 and 6.

Fig. 5 shows the average total link throughput of effective
decisions achieved by the trained MADDQN over 1,000 time
steps under different δ. The effective decision means that the user
association and the backhaul bandwidth allocation strategy made
by MADDQN can meet the constraints (27) and (28). It can be
seen that with the increase of δ, the average total link throughput
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Fig. 4. Convergence performance on the choice of δ for MADDQN. (a) δ = 0. (b) δ = 0.2. (c) δ = 0.5. (d) δ = 0.8. (e) δ = 1.

Fig. 5. Average total link throughput of effective decisions achieved by
MADDQN under different δ.

Fig. 6. Number of effective decisions of MADDQN under different δ.

for effective decisions is improved. This is because each UE can
make action selections independently by its Q-network based on
its state observations, and does not have access to information
about other UEs’ action selections. So the backhaul resource
blocks in the network are difficult to be fully utilized. In other
words, Equation (44) is hard to hold. As δ increases, UEs tend
to occupy more resource blocks to improve their throughput
Ri,t. This is reflected in the larger lij,t in action selection.
The utilization of backhaul resources in the network is more
sufficient at this time, thus improving the average throughput of
the network.

However, the increase in δ also brings a problem. Fig. 6 shows
the number of effective decisions made by MADDQN in 1,000
time steps under different δ. As we can see, when δ is 0 and
0.2, all the 1,000 decisions are effective decisions. But when δ

Fig. 7. Total link throughput with different time steps.

increases to 0.5, 0.8, and 1, the proportion of effective decisions
decreases to 93.2%, 81.1%, and 72.8%, respectively. This is
because as δ increases, the UE’s aggressive resource block
occupancy strategy causes the allocated backhaul resources to
exceed the total available backhaul resources in the network, i.e.,∑

j∈B
∑

i∈U lij,t > L. For the actual communication system,
this situation will cause network congestion, which is unaccept-
able. Based on the observations in Figs. 5 and 6, we can see that
setting δ to 0.2 achieves a balance between improving through-
put and satisfying the backhaul resource constraint. Therefore,
δ = 0.2 is adopted in the subsequent simulations.

C. Comparison With Other Schemes

Fig. 7 shows the total link throughput performances of the four
schemes at 1,000 time steps in the scenario shown in Fig. 3. As
we can see, since the access link state changes over time steps,
the total link throughput of all the scheme varies at different
time steps. This intuitively reflects the impact of the dynamic
changes in the access link state on the system performance.
Besides, in 1,000 time steps, MADDQN can always achieve
the highest total link throughput compared with the other three
baseline schemes. This means that our algorithm can better adapt
to the dynamic mmWave scenario. Compared with the other
three schemes, the average total link throughput of MADDQN
of 1,000 time steps achieves improvements of 10.1%, 13.2%,
and 42.7%, respectively.

In addition, as shown in Fig. 7, the performance of the HL
scheme is similar to that of the SL scheme. This is because both
HL and SL schemes make user association decisions based on
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Fig. 8. Link throughput of each SBS at one time step under the four schemes: (a) MADDQN, (b) HL, (c) SL and (d) DA.

the SNR information of the network, and their backhaul resource
allocation schemes are the same. The HL scheme, however, takes
into account the impact of the user association strategy on the
throughput of the access links, so the throughput performance
is slightly better than that of the SL scheme. As for the DA
scheme, it cannot adjust the strategies according to the network
dynamics, so the performance is the worst.

Then, under different schemes, we test the access and back-
haul link throughput of each SBS at one time step as Fig. 8 shows.
The red mark in Fig. 8 represents the actual link throughput
of each SBS, which is determined by the small one between
the backhaul link throughput and the access link throughput. In
Fig. 8, we can observe whether the access link throughput and
the backhaul link throughput are matched for each SBS. From an
overall view, MADDQN is most advantageous in balancing the
access and backhaul link throughput, which is attributed to the
joint design of access and backhaul. As Fig. 8(a) shows, SBSs
with higher access throughput can always be allocated more
backhaul resources to obtain higher backhaul link throughput.
Accordingly, higher actual link throughput of these SBSs can be
achieved. This explains why MADDQN has the best throughput
performance in Fig. 7.

In comparison, the SL and HL scheme adopts the load based
backhaul resource allocation strategy. However, due to the dif-
ference between the access link states of different UEs, the SBS
that serves more UEs does not necessarily achieve higher access
link throughput, such as the SBS 9 and 19 in Fig. 8(b) and the
SBS 17 and 19 in Fig. 8(c). Allocating more backhaul resources
to these SBSs can not increase the actual link throughput. On the
contrary, it is harmful to the increase of the actual link throughput
because of reducing the available backhaul resources for the
remaining SBSs. As we can see in Fig. 8(b) and Fig. 8(c), the
actual link throughput of some SBSs is only half of the access
link or backhaul link throughput, which limits the actual link
throughput of the HetNet.

Furthermore, the user association and backhaul resource al-
location of the DA scheme are independent of each other. In
Fig. 8(d), since SBS 1, 3, 9, 12, and 13 have no UE associated,
the actual link throughput of these SBSs is equal to 0. As the
backhaul resources are evenly allocated among the SBSs, the
backhaul resources on these SBSs are not utilized. At the same
time, the evenly allocated backhaul resources can not meet
the requirements of the remaining SBSs with high access link
throughput, such as SBS 7, 8, 15, 17, and 18. Therefore, the
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Fig. 9. Average total link throughput under different numbers of UEs.

actual link throughput of these SBSs is limited by the backhaul
resources.

In order to test the scalability of our MADDQN scheme,
we evaluate the total link throughput performance in different
scenarios. First, under different numbers of UEs, the throughput
performance of the five schemes, including four schemes for
HetNets and one scheme for macrocell, is shown in Fig. 9. There
are 20 SBSs and a MBS in the HetNet as shown in Fig. 3. When
the number of UEs is 20, 25, 30, 35, and 40, lmax is set to 18, 15,
12, 10, and 9, respectively. The number of training episodes E
is set to 3,000. In each scenario, after the training of MADDQN,
we test the performance of the trained MADDQN and the other
four chemes over 1,000 time steps. The total link throughput
of these 1,000 time steps is averaged to obtain the average
total link throughput, which is used to evaluate the throughput
performance of five schemes. As shown in Fig. 9, the average
total link throughput of MADDQN under different numbers
of UEs is always higher than that of the other four baseline
schemes. When the number of UEs is 20, 25, 30, 35 and 40, the
improvements in the total link throughput of MADDQN over HL
are 11.8%, 11.5%, 10.1%, 9.39%, and 12.99%, respectively.

Besides, we can see that with the increasing number of UEs,
the average total link throughput of the four schemes for HetNets
increases. However, due to the limited resources of the HetNet,
the improvements of the four schemes get smaller when more
UEs are served by the HetNet. In contrast with the other three
schemes, the network throughput growth of the MADDQN
scheme is less constrained. The reason is that the MADDQN
scheme optimizes the user association and backhaul bandwidth
allocation jointly, which allows for more flexible and efficient
utilization of the resource in the HetNet. In addition, in Fig. 9,
we can see that the dense deployment of mmWave small cells
can provide a significant boost in system throughput compared
to the MBS-only scheme. For example, when the number of UEs
is 30, the average total link throughput of MADDQN scheme
for HetNet is 7.88 times higher than that of the MBS-only
scheme. This is because with the dense deployment of small
cells, the distance from UEs to SBSs can be reduced, which
achieves higher SNR and enhances network coverage. Besides,
UEs in different small cells can be served in the same spectrum

Fig. 10. Average total link throughput under different number of SBSs.

through frequency reuse, so the network spectrum efficiency can
be improved.

Finally, we examine the performance of the four schemes for
HetNets under different numbers of SBSs, and the results are
presented in Fig. 10. The MBS-only scheme is also used as a
comparison. There are 30 UEs and a MBS in the HetNet as
Fig. 3 shows. The number of SBSs is set to 10, 15, 20, 25, and
30, respectively and the number of training episodes E is 3,000.
Similarly, performance of five schemes is evaluated with the
average total link throughput of 1,000 time steps. As shown in
Fig. 10, the average total link throughput of MADDQN under
different numbers of SBSs is higher than that of the other four
baseline schemes. When the number of SBSs is 10, 15, 20, 25,
and 30, the improvements in average total link throughput of
MADDQN over HL are 7.3%, 9.7%, 10.1%, 10.4% and 10.7%,
respectively.

In addition, under different number of SBSs in the HetNet,
the throughput of the four schemes for HetNets is always signifi-
cantly greater than that of the MBS-only scheme. In the HetNet,
with the increasing number of SBSs, there are more available
access bandwidth resources for UEs due to the frequency reuse
in different small cells. Besides, UEs will find SBSs closer to
them with better service quality. The access load of each SBS is
also reduced. So as we can see in Fig. 10, the throughput of the
MADDQN, HL and SL schemes can be improved. Compared
with the MBS-only scheme, higher throughput gains can be
achieved with these three schemes when there are more SBSs
in the HetNet. However, since the increase in the number of
small cells causes more inter-cell interference and the backhaul
resources in the network are limited, the improvement of the
total link throughput gradually slows down with the increase in
the number of SBS.

Unlike the above three schemes, the average total link
throughput of the DA scheme decreases with the increasing num-
ber of SBSs when there are more than 20 SBSs in the HetNet.
The reason is that when there are more SBSs in the HetNet, the
available backhaul resources for each SBS become less due to
the equal backhaul bandwidth allocation. Besides, there may be
more SBSs with no UE association in the HetNet, which causes
more serious waste of backhaul resources. Although the access
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link throughput has been improved by the dense deployment of
SBSs, the actual total link throughput is limited by the backhaul
link throughput.

In contrast with the other four schemes, the MADDQN
scheme we proposed guarantees the balance of the access and
backhaul throughput with the joint design of access and back-
haul, so it can provide greater performance gains than the other
four schemes when more SBSs are deployed in the HetNet. This
also reflects that MADDQN is more suitable for the mmWave
small cells dense deployment scenarios with a large number of
SBSs.

VI. CONCLUSION

In this article, we investigated the problem of user associ-
ation and backhaul bandwidth resource allocation in two-tier
mmWave HetNets, where small cells are densely deployed
and two different mmWave bands are allocated to access and
backhaul. We formulated the joint user association and backhaul
resource allocation problem and then transformed the problem
into a Markov game. A joint design scheme based on MADRL
was proposed for the maximization of the long-term total link
throughput. The proposed scheme treated each UE as an agent
and allowed each UE to learn the optimal policy autonomously
by DDQN based on its state observations. Through extensive
training, each UE can dynamically adjust the policy to the time-
varying link state. Simulation results showed that the proposed
MADRL scheme could adapt to the dynamic mmWave link
states, and achieve high total link throughput under various sys-
tem configurations, and outperformed three baseline schemes.

Due to the appropriate deployment of SBSs, we assume
the LOS transmission between MBS and SBSs in this article.
However, the mmWave backhaul link may also be affected by
link blockage in real communication systems. Therefore, we will
consider a more realistic channel model for backhaul in future
work. Besides, multi-hop wireless backhaul helps to further
improve network coverage and combat mmWave link blockage,
enabling more flexible backhaul connectivity. In the IAB net-
works with multi-hop backhaul, the backhaul path selection is
introduced and the end-to-end latency, throughput, and fairness
are critical performance metrics. The joint design of access
and backhaul in such networks is an open research problem.
Moreover, we will evaluate the impact of introducing direct
communications between MBS and UEs on the system per-
formance and design an effective joint optimization algorithm
for the system. In addition, we will include UE mobility and
changes in the number of UEs as additional cases of environment
dynamics for future work.
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