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Abstract—The emergence of new applications has led to a
high demand for mobile-edge computing (MEC), which is a
promising paradigm with a cloud-like architecture deployed at
the network edge to provide computation and storage services to
mobile users (MUs). Since MEC servers have limited resources
compared to the remote cloud, it is crucial to optimize resource
allocation in MEC systems and balance the load among coop-
erating MEC servers. Caching application data for different
types of computing services (CSs) at MEC servers can also be
highly beneficial. In this article, we investigate the problem of
hierarchical joint caching and resource allocation in a cooperative
MEC system, which is formulated as an infinite-horizon cost
minimization Markov decision process (MDP). To deal with the
large state and action spaces, we decompose the problem into two
coupled subproblems and develop a hierarchical reinforcement
learning (HRL)-based solution. The lower layer uses the deep
Q network (DQN) to obtain service caching and workload
offloading decisions, while the upper layer leverages DQN to
obtain load balancing decisions among cooperative MEC servers.
The feasibility and effectiveness of our proposed schemes are
validated by our evaluation results.

Index Terms—Cooperative MEC servers, deep reinforcement
learning (DRL), hierarchical reinforcement learning (HRL), joint
caching and resources allocation, mobile-edge computing (MEC).

I. INTRODUCTION

THE RAPID development of mobile devices with per-
ception and communication capabilities leads to the

exponential growth of computing-intensive and delay-sensitive
applications, which may bring unprecedented challenges to
mobile devices due to their limited computation ability and
storage resources [1], [2]. Furthermore, the workload of
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computing services (CSs) generated by mobile devices usually
suffers long and variable delays for workload transmission if
it is executed at a centralized remote cloud server [3]. To
this end, the edge intelligence (EI) and the sixth-generation
(6G) wireless networks are expected to pave the way for
high-quality service performance [4]. Although mobile-edge
computing (MEC) technology is deployed at the proximity of
mobile users (MUs) and has been envisioned as an extension
of cloud computing to provide computing and storage services
for MUs within its coverage area [5], [6], [7], the MEC
servers usually can hardly withstand numerous offloading
requests from MUs due to their limited service capabilities.
Therefore, how to design intelligent workload offloading under
the premise of considering the reasonable resource allocation
is worthwhile to be investigated [8].

A unique benefit of MEC is that MEC servers can prestore
the popular application data, which can reduce the service
delay and improve the Quality of Service (QoS) of MUs [9].
Service caching provides a feasible way for constructing a
MEC system with low latency and high throughput [10], which
is consistent with the development requirements of the fifth-
generation (5G) and beyond wireless networks [11]. MEC
servers shall cache reasonable application data for different
types of CSs to enable fast service execution. It is crucial to
implement dynamic service caching for the MEC system to
adapt to real-time service requests [12].

MEC systems with service caching offer great advantages in
executing the computation intensive and time-critical service
requests of MUs. However, the MEC also has many constraints
for executing the different types of CSs due to limited
computing and storage resources [13]. Specifically, MEC can
only cache a limited amount of application data and serve
a limited number of MUs in the coverage area [14]. And
a potential bottleneck exists in MEC intelligence networks,
where the geographically distributed MEC servers may not be
able to cooperate to handle the different types of CSs [15].
To tackle this issue, geographical load balancing (GLB) has
been considered a promising technique to effectively balance
the computing resources among cooperative MEC servers and
improve the service performance [16].

The joint optimization of multilayer, multientity, and
multidimensional heterogeneous resources of the remote
cloud, MEC servers, and MUs’ devices is an NP-hard problem,
facing the dimensional curse [17]. First, the load balancing in
a MEC system with multiple cooperative MEC servers and
different types of CSs has become a challenging problem,
especially for time-critical CSs. Second, since the service

2327-4662 c© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Auburn University. Downloaded on January 13,2025 at 20:55:06 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0003-4095-6843
https://orcid.org/0000-0002-7052-0007


12204 IEEE INTERNET OF THINGS JOURNAL, VOL. 11, NO. 7, 1 APRIL 2024

caching and load balancing decisions are tightly coupled, the
main challenge is to jointly optimize the service caching and
load balancing [18]. Last but not least, the uncoordinated
resource allocation among remote clouds, MEC servers, and
MUs’ devices leads to a serious waste of network resources.
Thus, how to jointly optimize service caching and load balanc-
ing for cooperative MEC system to maximize the utilization
of system resources is a relevant problem.

Motivated by these challenges, we investigate a hierarchical
caching and resources allocation architecture based on deep
reinforcement learning (DRL) for the MEC system with
multiple cooperative MEC servers. In the service area of
each MEC server (i.e., the lower layer), we focus on service
caching for different types of CSs and workload offloading
for workload transmission in the uplink among MEC servers
and MUs. In the global cooperative MEC system (i.e., the
upper layer), we consider computation resource allocation
and optimize the load balancing among MEC servers. Note
that the optimization of the lower layer and the upper layer
are tightly coupled. We consider the service caching and
resource allocation cost minimization problem over a long-
term time horizon given the delay constraints associated with
each type of CS. The main contributions made in this article
are summarized as follows.

1) We consider service caching, workload offloading, and
load balancing in the MEC system with multiple coop-
erative MEC servers and different types of CSs. We
formulate an infinite-horizon cost minimization Markov
decision process (MDP). Our goal is to achieve high
utilization of system resources and serve more work-
loads on the premise of meeting the requirements
of CSs.

2) We decompose the joint caching and resources allocation
optimization problem into two subproblems: a) a lower
layer policy optimization and b) an upper layer policy
optimization, and design a hierarchical reinforcement
learning (HRL)-based caching and resources allocation
algorithm (HRL-CRAA) to obtain the optimal policy.
To address the coupling of lower layer policy and upper
layer policy, we first obtain the caching and offloading
decisions from the lower layer optimization and then
obtain the load balancing decisions from the upper layer
optimization.

3) The feasibility and effectiveness of our proposed HRL-
CRAA optimization policy are rigorously analyzed
with extensive simulations. The results show that the
proposed approach is effective for achieving near opti-
mality in small network sizes and improving the load
balancing degree among MEC servers compared with
the three baselines: a) HRL-no load balancing (NLB)
scheme; b) myopic optimization scheme; and c) random-
ized offloading scheme.

We organize the remainder of this article as follows. We
review related work in Section II and describe the system
model in Section III. In Sections IV and V, we present
the problem formulation and the proposed DRL framework,
respectively. In Section VI, we develop an HRL-based joint
caching and resource allocation policy. In Section VII, we

present the performance evaluation results and discussions.
Finally, we conclude this article in Section VIII.

II. RELATED WORK

With the rapid growth of computation-intensive and
time-critical service requests, mobile devices with limited
computing and storage resources are facing great challenges.
MEC servers can be deployed to enable a variety of applica-
tions by offering service execution of different types of CSs.
Due to limited MEC resources, only some MU requests from
a MEC server’s service area can be executed at the MEC
server. To make full use of resources and improve the service
capabilities of the MEC system, resource allocation and load
balancing among cooperative MEC servers have become the
focus of many recent works.

MEC was introduced to provide computation and stor-
age capabilities at the edge of the network to improve the
QoS of MUs [19], especially for applications with stringent
latency requirements [20]. Execution delay is one of the
important metrics of MEC design [21], Sun et al. [22]
studied the computation task offloading problem in a vehicular
edge computing network to reduce the offloading delay.
You et al. [23] proposed an energy-efficient resource allocation
policy under the execution delay constraint. Yu et al. designed
a two-timescale DRL approach for real-time and low-cost
computation offloading in [24]. In [25] and [26], offloading
and computing resource management schemes were developed
to support Internet of Things devices with energy harvesting
capability.

MEC brings about several benefits compared to traditional
remote cloud-based computing [27]. In addition, MEC can
cache popular application data in advance to further reduce
the execution delay. Service requests from MUs are usually
diverse and change dynamically over time, leading to het-
erogeneity in both required resources and the popularity of
content [28]. To make better use of MEC’s limited resources
and execute more workloads, collaboration among MEC
servers was recently studied in [29], and the load balancing
among cooperative MEC servers was studied in [16] and [30].
Wu et al. [16] proposed a Lyapunov optimization-based
scheme to investigate the GLB for minimizing the cost of
the MEC network. Chen et al. [30] studied computation load
balancing to optimize the long-term system performance of
the MEC network.

The DRL technology and EI technology have attracted more
and more attention to address the problem of network resource
allocation [31], [32], [33]. For example, Shen et al. [34]
proposed to leverage deep learning-based techniques to
predict users’ behavior to improve the system’s performance.
Zhou et al. [35] designed a deep risk-sensitive reinforcement
learning policy to minimize the computation and offloading
delay. Qian et al. [10] applied DRL to learn MUs’ habits and
content popularity to optimize the caching and pushing policy.
Wang et al. [36] investigated edge caching optimization in a
long-term-based federated DRL. Different from these afore-
mentioned works, we consider developing a DRL algorithm
to learn the service caching and load balancing features to
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Fig. 1. Architecture of a MEC system with multiple cooperative MEC servers serving MUs.

maximize the utilization of system resources and avoid invalid
transmission of workloads.

Through the related work on MEC, we find that only
considering the computation delay and energy consumption in
MEC networks to schedule workload and allocate resources
will cause a waste of network resources. To solve this problem,
this work focuses on the joint workload offloading, service
caching, and full utilization of network resources optimization.
Different from most existing work, optimal scheduling is
realized without knowing the energy consumption and delay
costs in the process of workload execution. Thus, this work
did not pay much attention to consider the process of workload
execution in detail in the system model construction.

III. SYSTEM MODEL

A. Cooperative MEC System

As illustrated in Fig. 1, we consider a cooperative MEC
system consisting of one remote cloud, a set of N MEC servers
N , and a set of U MUs U . We denote Un as a set of MUs
located in the coverage area of MEC server n, where Un ⊆
U . The MEC system operates over an infinite period, which
is divided into discretized time denoted by T � {0, 1, . . . , }
and each time slot t ∈ T , the duration of each time slot t is
denoted as τ . The MEC system offers a library K of K types
of CSs to MUs, indicated as K = {1, 2, . . . , K}. Without loss
of generality, we assume that the MU u (u ∈ U) generates
one service request for one of the K types of CSs in each
time slot. The remote cloud has a high service capability and
can execute all types of CSs, while the MEC server n has a
finite service capability and can only process one or several
types of CSs for MUs (in Un) located in its coverage area. We
assume that the MUs are subscribers of the MEC operator,
which are distributed arbitrarily over the coverage areas of the
MEC servers and the coverage areas of the MEC servers could
overlap. We denote Nu ⊆ N as the set of MEC servers that
cover MU u.

The MEC servers have finite storage, communication, and
computation capabilities, which can precache the applications
data related to one or several types of CSs for MUs and provide

CSs for MUs located in its coverage area. The MEC server n
has a storage capacity Cn, an overall uplink offloading band-
width Wn for the data transmission among MEC server n and
MUs (in Un) it serves, and a maximum service computation
capability Fn (in CPU cycles). In addition, we consider that the
MEC system consists of multiple cooperative MEC servers.
The MEC servers that have cached the application data related
to CS k can exchange their workloads of CS k. The MEC
server n with high workloads can switch some workloads to
its neighbor MEC servers that have low workloads (which is
termed load balancing in this article). We denote Mn ⊆ N
as the set of neighboring MEC servers of MEC server n.

In an effort to enable the joint caching and resource
allocation optimization and load balancing among cooperative
MEC servers, we introduce a small cell cloud manager (SCM)
in the cooperative MEC system, which is a computation
control entity. And we deploy the SCM on a MEC server [23],
which has the function of collecting global information of
the system state and making optimal decisions for MEC
servers and MUs at each time slot. Specifically, in each
time slot t, the SCM first collects global information on the
system state (service requirements of each type of CS, service
capability, and service caching state of each MEC server) at the
beginning of each time slot. Then, the SCM makes the service
caching and workload offloading decisions, and obtaining the
optimal occupied storage space and bandwidth allocation for
each MU. Next, the SCM derives the optimal load balancing
decisions based on the known service caching and workload
offloading decisions and computes the optimal computational
capability allocation for each type of CS. Finally, the optimal
decisions are delivered to MEC servers and MUs. Moreover,
the communication traffic among MUs and MEC servers
(e.g., service requests and results downloading) are through
the wireless channel, while the load balancing among MEC
servers is through a wireline local area network (LAN). Note
that the transmission scheme among the MEC server and MUs
it served is based on orthogonal frequency-division multiple
access (OFDMA), and the allocated bandwidth resources of
each MEC server are orthogonal and without interference with
each other at time slot t [37].
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B. Computing Services Request Model

In each time slot, each MU submits its CS request to MEC
servers that it can reach. We denote the request of the MU u
in the coverage area of MEC server n as Qu,n(t) = k ∈ K̄,
u ∈ Un, n ∈ N , in which K̄ = K ∪ {0}. If no requests for
CS k is submitted to MEC server n at time t, we have Qu,n(t)
= 0. Assume the request of each MU follows a Markov chain
model [38], i.e., Qu,n(t + 1) = ρ

u,n
i,j · Qu,n(t), where ρ

u,n
i,j is

the transition probability from i type of workload to j type of
workload for the MU u in the coverage area of MEC server n.
In addition, each type of CS has different service requirements
related to storage, uplink bandwidth, and execution delay. The
required demand of the k type of workload is denoted as
Ik
u,n(t) � {Ak

u,n(t), ck, wk, Dmax
k }, where Ak

u,n(t) is the data size
of k type of workload generated by MU u in the coverage area
of MEC server n at time slot t, and ck is the occupied storage
space of CS k. wk indicates the required uplink offloading
bandwidth of CS k, and Dmax

k be the maximum deadline of
execution delay of CS k.

C. Service Model

The workloads of CS k within the coverage area of MEC
server n can be offloaded to MEC server n where the
application data of CS k is cached, and which has sufficient
computational capability and bandwidth. In addition, a stressed
MEC server n with high workloads can delegate part of its
workloads to other MEC servers with low workloads in Mn,
where the application data of CS k is cached. If MEC server n
and its neighboring MEC servers cannot serve the workloads,
the workloads will be further offloaded from MEC server n
to the remote cloud to be processed there. We assume that
each type of CS is delay sensitive (i.e., the maximum deadline
of execution delay of each CS is less than the length of
each time slot t), which must be served by a MEC server
through the shared LAN or the remote cloud before the
end of each time slot [10]. To efficiently utilize the limited
communication and computation resources, and to improve the
service capability of the cooperative MEC system, the SCM
needs to make optimal service caching, workload offloading,
and load balancing decisions for each MEC server.

1) Service Caching: At the beginning of each time slot, the
MEC server n receives requests for the CS k from the MUs in
its coverage area. Then, the MEC server n confirms the service
caching state of the applications data associated with the CS k.
We use Xn(t) = {xk

n(t) ∈ {0, 1}|k ∈ K} to indicate whether the
application data associated with the CS k is cached at MEC
server n (when xk

n(t) = 1) or not (when xk
n(t) = 0) at time slot

t. In addition, the service caching decisions are subject to the
MEC server’s storage space constraint, given by

∑

k∈K
ckxk

n(t) ≤ Cn ∀t ∀n ∈ N . (1)

Depending on the service capability and the current service
caching state of the MEC server, the type of CS request, the
SCM makes service caching update decisions for each MEC
server. We define �Xn(t) = {�xk

n(t) ∈ {−1, 0, 1}|k ∈ K}
as the set for service caching update decisions of the MEC

server n related to CS k at time slot t, where −1 means
deleting the applications data, 0 means maintaining and 1
means inserting applications data of the CS k. Note that the
new service caching state of MEC server n for the CS k at
time slot t must belongs to {0, 1}, i.e., 1) if xk

n(t) = 0, and
�xk

n(t) �= −1 and 2) if xk
n(t) = 1, and �xk

n(t) �= 1, which
needs to satisfy the constraint

xk
n(t) + �xk

n(t) ∈ {0, 1}. (2)

Furthermore, the service caching states of all types of CSs
must satisfy the MEC server’s storage space constraint at each
time slot t. Then, we have the following constraint:

∑

k∈K
ck

(
xk

n(t) + �xk
n(t)

)
≤ Cn ∀t ∀n ∈ N . (3)

2) Workload Offloading: According to the service caching
decisions of each MEC server related to CS k, the SCM can
make workload offloading decisions for workloads of the CS
k generated by MUs in the coverage area of each MEC server.
We use Yk

n(t) = {yk
u,n(t) ∈ {0, 1}|n ∈ Nu ∪ {l}, u ∈ U} to

indicate whether the workloads of the CS k generated by MU
u (in Un) are offloaded to MEC server n (when yk

u,n(t) = 1)

or not (when yk
u,n(t) = 0) at time slot t. And the workload

offloading decisions for the MEC server n at the time slot t
are denoted as Yn(t) = {Yk

n(t)|k ∈ K}. Similarly, we denote
yk

u,l(t) as the offloading decision for offloading workloads to
the remote cloud. This happens if the workloads of the CS k
generated by the MU u (in Un) cannot be served by the MEC
server n and its neighboring MEC servers (in Mn), then the
workloads will be further offloaded to the remote cloud by the
MEC server n. Note that the workloads of the CS k generated
by the MU u need to be offloaded to one of the MEC servers
in Nu, or to the remote cloud. Then, we have

∑

n∈Nu∪{l}
yk

u,n(t) = 1 ∀t ∀k ∈ K. (4)

For the workloads of CS k of the MU u to be offloaded to
a MEC server n, as in [39], the service caching decisions and
workload offloading decisions need to satisfy

yk
u,n(t) ≤ xk

n(t) + �xk
n(t) ∀n ∈ N , k ∈ K. (5)

The communication traffic transmission of workloads
offloading and results downloading among MEC server n and
MUs it served is based on the OFDMA. The MEC server n will
allocate the bandwidth resource Wn into S nonoverlapping sub-
carriers for communication traffic transmission among MEC
server n and MUs, it served in time slot t, which is denoted
as S � {0, 1, s, . . . , S}. And we denote

∑
k∈K wk,syk

u,n(t) as
the allocated bandwidth resource of the sth subcarrier for the
data transmission between the MEC server n and the MU u in
time slot t, which is related to the required uplink offloading
bandwidth of each type of CS and the workload offloading
decisions of the MU u for different type of CS. wk,s is defined
as the uplink offloading bandwidth required by the CS to
transmit data over the sth subcarrier. Thus, the sum of occupied
offloading bandwidth of all types of CSs generated by MUs
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in the coverage area of the MEC server n should not exceed
the MEC server’s bandwidth capacity, i.e.,

∑

u∈Un

∑

k∈K
wk,sy

k
u,n(t) ≤ Wn ∀t ∀n ∈ N . (6)

We model the CS k to workloads to be transmit-
ted to the MEC server n as Ak

n(t) = yk
u,n(t)1{n ∈

Nu}(∑u∈Un
Ak

u,n(t))/(|ηk
u,n(t)|) [30], which is the workloads

input of the MEC server n at the time slot t, where |ηk
u,n(t)|

is the number of MEC servers (in Nu) that have cached the
application data of the CS k in time slot t.

3) Load Balancing: To efficiently utilize the limited com-
munication of MEC servers, we focus on load balancing
among MEC servers and ignore the workloads execution by
MUs in this work. In each time slot t, the workloads of the
CS k offloaded to the MEC server n will be processed at the
server locally, or further delegated to one of the neighboring
MEC servers in Mn. Let βk

n·(t) = {βk
nm(t)}m∈N denote the

load balancing decisions for the CS k of MEC server n in
time slot t, where βk

nn(t) means that the workloads are retained
and processed at the MEC server n, and βk

nm(t) indicates the
delegated workloads from the MEC server n to the MEC
server m (m ∈ Mn). Therefore, we obtain the workload
output of the MEC server n at time slot t as

∑
m∈N βk

nm(t) =
[
∑

m∈Mn
βk

nm(t)] + βk
nn(t). Denote βn(t) = {βk

n·(t)}k∈K as the
set of overall load balancing decisions of the MEC server n for
all types of CSs, and β(t) = {βn(t)}n∈N is the set of overall
load balancing decisions in our MEC system.

Furthermore, denote βk·n(t) = {βk
mn(t)}m∈Mn as the work-

load that the MEC server n receives from its neighboring MEC
servers in Mn. The total workloads of the CS k processed
by the MEC server n at time slot t are given by αk

n(t) �
[
∑

m∈Mn
βk

mn(t)] + βk
nn(t). In addition, the load balancing

decisions need to satisfy the following constraints.
1) The workloads for load balancing among MEC server n

and its neighboring MEC servers must be nonnegative,
i.e., βk

nm(t) ≥ 0, for all k, n, mn, and t.
2) To avoid transmission loops among MEC servers, the

workloads input for the CS k to MEC server n should
be equal to its output [30], i.e.,

Ak
n(t) =

∑

m∈N
βk

nm(t) ∀n ∀k ∀t. (7)

3) The workloads processed by the MEC server n can-
not exceed its computational capability, i.e., the stable
condition of the M/M/1 queueing model [40], which is
given by

{
αk

n(t) = f k
n − 1/Dk

max∑
k∈K f k

n ≤ Fn ∀t ∀n ∈ N (8)

where f k
n is the computational resources allocated by

MEC server n for processing CS k workloads.
The main parameters used in this article are summarized in
Table I.

TABLE I
NOTATION

IV. PROBLEM FORMULATION

A. Communication Resource Allocation

From the system model described in the previous section,
the service caching and workload offloading decisions have
a big influence on the communication resource allocation of
the MEC system. Similar to [10], in an effort to maximize
the communication resource utilization, we introduce a cost
function φ(·) to indicate the fluctuation of the communication
resource, which is a convex function, and “·” represents the
related fluctuation parameter. Specifically, let φ(C) = C2 be
the cost of storage usage, where C is the state of storage
space for service data caching at time slot t, i.e., C represents
the remaining storage space in the system at time slot t.
Similarly, denote φ(W) = W2 as the cost of bandwidth
usage, where W is the state of uplink offloading bandwidth for
data transmission, i.e., W represents the remaining bandwidth
resource in the system at time slot t.

Without loss of generality, the service caching and workload
offloading decisions affect the fluctuation of storage space, and
change of uplink offloading bandwidth usages, respectively.
Based on the definition of the φ(C) = C2 and φ(W) = W2,
we analyze that when the minimum value of the function is
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obtained, the system residual resource is the least. Thus, to
make full use of the communication resource (space storage
and bandwidth), we must obtain the minimum values of the
cost functions. Furthermore, based on the cost function φ(·),
when the fluctuation parameter is small, the value of φ(·)
is going to be small. In other words, a small fluctuation of
the parameter results in a high utilization of communication
resources. Moreover, we define the average sum cost of service
caching and workload offloading of the MEC server n at time
slot t as φ(CXn(t)) + φ(WYn(t)), where φ(CXn(t)) = [Cn −∑

k∈K ckxk
n(t)]

2 and φ(WYn(t)) = [Wn − ∑
k∈K wkyk

u,n(t)]
2.

B. Computation Resource Allocation

Each MEC server will process different types of workloads
of CSs. Load balancing among cooperative MEC servers will
help to better utilize MEC system’s computational resources
and mitigate the congestion of workload processing. We use
the variance var(αk

n(t)) of the overall workloads of the CS k
processed by the MEC server n at time slot t to represent
the workload differences and performance of the service
capabilities among MEC servers [13], which is given by

var
(
αk

n(t)
)

= 1

|N|
∑

n∈N

(
αk

n(t) − 1

|N|
∑

n∈N
αk

n(t)

)2

. (9)

For load balancing among MEC servers, the key is to minimize
the variance var(αk

n(t)) of computation resource allocation
concerning each type of CS.

C. Problem Formulation

To efficiently utilize the communication and computation
resources of the MEC system, the MEC system operator needs
to make optimal service caching, workload offloading, and
load balancing decisions in each time slot. Denote the control
vectors set of our cooperative MEC system for the MEC server
n at time slot t as a policy π(t) � {�Xn(t),Yn(t),βn(t) ].
We aim to find the optimal service caching update decisions
�Xn(t) = {�x1

n(t),�x2
n(t), . . . ,�xK

n (t)}, workload offloading
decisions Yn(t) = {Yk

1,n(t),Yk
2,n(t), . . . ,Yk

Un,n
(t)}, and load

balancing decisions βn(t) = {β1
n·(t),β2

n·(t), . . . ,βK
n·(t)}.

We formulate the joint caching and resource allocation
problem as a cost minimization optimization problem over
a long-term time horizon. The objective function is defined
as the weighted, time-averaged sum of service caching and
workload offloading costs, as well as the balancing degree
of computational resources allocation among MEC servers,
which is given by

ϕ(π(t)) = lim
T→∞

1

T

T−1∑

t=0

N∑

n=1

E

{
ξ1φ(CXn(t))

+ ξ2φ(WYn(t)) + ξ3 · bn
}

(10)

where E{·} is the expectation over MEC servers, and ξλ,
λ ∈ {1, 2, 3}, represent the weights of parameters in the
objective function. Similar to the variance of computational
resource allocation for each type of CS on each MEC
server in (9), we define bn = (1/|N|)∑

n∈N ([
∑

k∈K αk
n(t)] −

(1/|N|)∑
n∈N

∑
k∈K αk

n(t))
2 as the load balancing degree

among MEC servers on the MEC server n for all types of CS.
The optimization problem is formulated as

ϕ∗ = min
π(t)

ϕ(π(t))

s.t. (1)∼(8) (11)

where ϕ∗ is the optimal averaged system cost in the long-term
time horizon; (1) and (2) are the storage space and service
caching state constraints of each MEC server n, respectively.
Constraint (3) represents the storage space constraint of MEC
server n after service caching state update. Constraint (4)
ensures that the workloads of the CS k in the coverage area
of MEC server n should be offloaded to exactly a connected
MEC server or the remote cloud. Constraint (5) describes the
relationship between service caching and workload offloading
decisions. Constraint (6) enforces the limit of MEC server
uplink offloading bandwidth capacity. Constraint (7) ensures
that the workload input and output of the MEC server n are
equal. Constraint (8) indicates the workloads executed by the
MEC server n cannot exceed its service capability.

The formulated joint caching and resource allocation
problem is considered as an infinite-horizon cost minimization
MDP. Without knowledge of the transition probabilities of
MU’s CSs requests, it is a challenging problem to solve.
Fortunately, based on the centralized framework, the SCM can
make accurate instructions after grasping global information
with fast calculation speed. By using SCM, the load balancing
among multiple MEC servers can be better implemented and
resource allocation can be managed. However, the computa-
tional complexity of the centralized framework will increase
with the number of MEC servers and the number of MUs
they serve. Since the workload offloading decisions are based
on service caching decisions, and load balancing decisions
influence the workload offloading decisions, we will develop
an HRL-based caching and resource allocation policy in
Section VI to deal with the coupling of three decisions.
Therefore, we propose to develop a reinforcement learning-
based algorithm to learn the MU’s request models and derive
the optimal policy π∗ [10]. We will define the three key
elements (i.e., state, action, and reward) of the proposed
reinforcement learning algorithm in the next section.

V. DEEP REINFORCEMENT LEARNING FRAMEWORK

A. State

With the proposed algorithm, the states consist of the CS
request state and service caching state of the MEC servers
at each time slot. The request state of CS k contains the
workloads, the service requirements, the MUs’ locations that
generate the workloads, and the corresponding servers Nu of
the MUs. For the convenience of analysis, we use the MEC
server n as an example below. Let An(t) = {Ak

n(t)|k ∈ K} be
the CS request state, and Xn(t) = {xk

n(t)|k ∈ K} the service
caching state. Furthermore, we denote S(t) = {An(t),Xn(t)}
as the current state of MEC server n. Since Ak

n(t) ∈ Āk
n and

|Āk
n| = Ak

n+1, we obtain the dimension of the CS request state
as |An(t)| = (Ak

n + 1)K . Moreover, since xk
n(t) ∈ {0, 1}, we
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obtain the dimension of the service caching state as |Xn| = 2K .
Therefore, the dimension of the entire system state of MEC
server n is |S| = (Ak

n + 1)K × 2K .

B. Action

In the cooperative MEC system, we define three types
of actions, including 1) service caching update; 2) work-
load offloading; and 3) load balancing. We denote A(t) =
{βn(t),�Xn(t),Yn(t)} as the action of MEC server n at
time slot t. We use βn(t) = {βk

n·(t)|k ∈ K} to denote
the load balancing action for the MEC server n, where
βk

n·(t) = {βk,1
n· , . . . , βk,i

n· , . . . , βk,I−1
n· }, and βk,i

n· = 1 represents
that the data size for load balancing of the ith discretized
grade according to the available maximization of workloads
transmission βk,max

n· between MEC server n and its neighboring
MEC servers [37]. Since the workload input of the k type
of CS to MEC server n is equal to its output, we set |Ak

n(t)|
as the maximum workloads for load balancing at time slot
t. According to Ak

n(t) ∈ Āk
n and |Āk

n| = Ak
n + 1, we derive

the load balancing action dimension as |β| = [(1/I)(Ak
n +

1)]NK . In addition, with the service caching decisions �xk
n ∈

{−1, 0, 1} and the workload offloading decisions yk
n ∈ {0, 1},

the corresponding dimensions are 3K and 2K , respectively.
Thus, the dimension of the overall system action space of MEC
server n at time slot t is |A| = [(1/I)(Ak

n + 1)]NK × 3K × 2K .

C. Reward

The reward function needs to reflect the objective of our
proposed joint caching and resource allocation optimization
problem, i.e., maximizing the communication and computation
resources utilization. We consider the objective as the environ-
ment feedback in the DRL system. Denote the reward function
as follows:

r � −
{
ξ1φ(CXn(t)) + ξ2φ(WYn(t)) + ξ3 · bn

}
. (12)

With the formulated reinforcement learning framework and
state–action value function (Q value), we obtain the Bellman
equation as

Q(s(t), a(t)) = E

[
r + γ Q′(s(t + 1), a(t + 1)

)
|s(t), a(t)

]
(13)

where γ is the discount rate that indicates the impact of future
reward on current cumulative reward. s(t) = {An(t),Xn(t)} is
the current MEC system state, r is defined as reward in (12),
and s(t + 1) = {An(t + 1),Xn(t + 1) + �Xn(t + 1)} is the
system state in the next time slot. The corresponding optimal
policy π∗ can be derived as follows:

π∗(s(t), a(t)) = arg max
βn,�Xn,Yn

Q(s(t), a(t)). (14)

VI. HRL-BASED JOINT CACHING AND RESOURCES

ALLOCATION POLICY

As mentioned, due to the large dimensions of the state and
action spaces, it is difficult to search the state–action in the
large space for the optimal policy. Applying reinforcement
learning directly will incur slow convergence. Furthermore,
because the workload offloading decisions are based on service

caching decisions, and load balancing decisions influence the
workload offloading decisions. To address the slow conver-
gence in large space and decisions coupled problem, we
decompose the joint caching and resource allocation problem
into two subproblems, i.e., Subproblem 1 and Subproblem 2,
and then present HRL based on deep Q networks (DQNs) to
solve these subproblems.

Substitute (12) into (13), and according to (14), we can
decompose the joint caching and resource allocation problem
into two subproblems.

1) Subproblem 1 (Lower Layer Policy Optimization): For
given β, Subproblem 1 is given by

ϕ∗
Low = max

�Xn,Yn

{
γ Q′

Low(sLow(t + 1), aLow(t + 1))

−
[
ξ1φ(CXn(t)) + ξ2φ(WYn(t)) + ξ3 · bn

]}

s.t. (1)∼(6). (15)

2) Subproblem 2 (Upper Layer Policy Optimization): For
given X , Y , and �X , Subproblem 2 is given by

ϕ∗
Up = max

βn

{
γ Q′

Up

(
sUp(t + 1), aUp(t + 1)

)

−
[
ξ1φ(CXn(t)) + ξ2φ(WYn(t)) + ξ3 · bn

]}

s.t. (8). (16)

Since the decisions of the lower layer optimization affect
the upper layer optimization decisions, the two subproblems
are coupled. Hence, we first obtain the service caching and
workload offloading decisions from Subproblem 1 by using
DQN of the first layer (DQN1). Then, we take the known
decision of the lower layer into consideration to obtain the load
balancing decisions from Subproblem 2 based on the DQN of
the second layer (DQN2). We next present an HRL-CRAA for
solving the two subproblems.

A. Deep Q Network

DQN combines deep learning with reinforcement learning
and uses a deep neural network (DNN) with parameter ω to
generate action values and approximate the Q value. Fig. 2
shows the detailed DQN architecture. For given state s(t),
action a(t), and reward r(t), we set P as the capacity of
the experience memory D, as well as the target network and
evaluation network with parameters ω− and ω, respectively.

In each step t, the input to the evaluation network is
the current system state s(t), and the output is the Q value
Q(s(t), a(t);ω) of each action. The action a(t) can be selected
based on Q value Q(s(t), a(t);ω) of the evaluation network
with the ε-greedy strategy, i.e., choosing a random action a(t)
with probability ε, or choosing the optimal policy given by
a(t) = arg maxa(t)

Q(s(t), a(t);ω), where the Q value is in the
evaluation network.

After choosing the action a(t), we obtain the corresponding
reward r(t) and the next state s(t+1). All of these are put into
an experience memory as training samples. During the training
stage, random batches of data are sampled from the experience
memory to train the DNN. After the DNN is well trained, the
approximated Q value Q(s(t), a(t);ω) will approach the target
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Fig. 2. Framework of the DQN model.

Q value Q∗(s(t), a(t)) in the target network. To minimize the
discrepancy between the Q values from the evaluation network
and the target network, we adopt the following loss function
for modeling training:

Li(ω) = E

[(
r + γ max

a(t+1)
Q′(s(t + 1), a(t + 1);ω−)

−Q(s(t), a(t);ω))2
]

(17)

where r +γ maxa(t+1) Q′(s(t +1), a(t +1);ω−) is the Q value
calculated by the target network with parameter ω− in iteration
i. In order to train the DNN, we use the gradient descent
algorithm by differentiating the loss function (17) with respect
to the weights as follows:

∇ωLi(ω) = E

[(
r + γ max

a(t+1)
Q′(s(t + 1), a(t + 1);ω−)

−Q(s(t), a(t);ω))∇ωQ(s(t), a(t);ω)

]
. (18)

Note that the initial parameters of the evaluation network
and the target network take the same values. The parameters
ω of the evaluation network are updated in each step, but
the parameters ω− of the target network are updated for
every fixed J steps. We introduce the DQN algorithm to solve
Subproblem 1 and Subproblem 2 in Sections VI-B and VI-C,
respectively.

B. Service Caching and Workload Offloading Policy

We first examine the optimization of the service caching
and workload offloading policy by using DQN for the
lower layer policy optimization in Subproblem 1. Due to the
large dimensions of the state and action spaces, we use MEC
server n as an example below to facilitate the analysis. We
redefine the state of DQN1 as sLow(t) = {Ak

n(t)|k ∈ K}. In
addition, we obtain the reduced version of actions for DQN1
as aLow(t) = {yk

n(t) ∈ {0, 1},�xk
n(t) ∈ {−1, 0, 1}|k ∈ K}.

Since the given load balancing decisions do not affect the low
layer optimization in Subproblem 1, we redefine the reward
of the lower layer optimization as rLow � −[ξ1φ(CXn(t)) +

ξ2φ(WYn(t))]. Substituting the redefined state, action, and
reward into the Bellman equation (13), we derive the corre-
sponding optimal policy π∗

Low for Subproblem 1 as follows:

π∗
Low(sLow(t), aLow(t))

= arg max
�Xn,Yn

{
Q′

Low(sLow(t + 1), aLow(t + 1))

− [
ξ1φ(CXn(t)) + ξ2φ(WYn(t))

]}

s.t. (1) ∼ (6). (19)

The procedure is shown in Algorithm 1. Given the three
key elements (i.e., state, action, and reward), we first initialize
the corresponding parameters DLow, PLow, ωLow, and ω−

Low.
According to the process introduced in Section VI-A, in
each step t, action aLow(t) is chosen based on the evaluation
network’s output with the ε-greedy strategy. Then, the obtained
new sample (sLow(t), aLow(t), rLow(t), sLow(t +1)) is stored in
the experience reply memory DLow. Procedure 1 is executed to
update the evaluation network. After the DQN1 is well trained,
we execute Procedure 2 to call the trained DQN1 network
to obtain service caching and workload offloading decisions.
Note that Procedures 1 and 2 are the common procedures used
in both DQN1 and DQN2 for updating the evaluation network
and calling the trained network, respectively.

C. Load Balancing Policy Among MEC Servers

Next, we examine the optimization of load balancing pol-
icy among MEC servers by using the DQN algorithm to
solve Subproblem 2. The optimization of the lower layer
affects the upper layer’s decisions, which leads to a com-
plex and dynamic MEC environment. In the upper layer
optimization, the caching and offloading decisions from the
lower layer optimization become the state for load balancing
optimization. Thus, the state for DQN2 is given by sUp(t) =
{Ak

n(t), yk
n(t),�xk

n(t)|k ∈ K}, and the action is redefined as
aUp(t) = {βk

n·(t)|k ∈ K}. In addition, the reward rUp = r,
which is defined in (12). Similarly, substituting the redefined
state, action, and reward into the Bellman equation (13), we
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Algorithm 1: Lower Layer Policy Optimization by Using
DQN

Require: Discount γLow, exploration rate εLow, replay
memory capacity PLow;
Initialize the replay memory DLow to capacity PLow;
Initialize the evaluation network with parameters ωLow;
Initialize the target network with parameters ω−

Low;
for each episode i do

Initialize state sLow,1;
for each step t do

With probability εLow choose a random action
aLow(t);
Otherwise select action aLow(t) by evaluation
network with parameter ωLow based on (19);
Execute action aLow(t) in emulator, obtain reward
rLow and new state sLow(t + 1);
Store the following transition in DLow:
(sLow(t), aLow(t), rLow(t), sLow(t + 1)) ;
Execute Procedure 1 ;
Each JLow steps reset ω−

Low = ωLow;
end

end
Execute Procedure 2 to obtain service caching and
workloads offloading policies;

Procedure 1: Evaluation Network Updating Procedure
Sample random minibatch of transitions (si, ai, ri, si+1)

from D ;
if episode terminates at step i + 1 then

Set yi = ri;
else

Set yi = ri + γ maxai+1 Q′(si+1, ai+1;ω−)
;

end
Execute (17) and (18) to obtain the gradient descent;

Procedure 2: Running Procedure

Require: Trained evaluation network with parameters ω;
Obtain initial state s1;
for each step t do

Select a(t) = arg maxa(t) Q(s(t), a(t);ω);
Execute action a(t) in the emulator;
Observe reward r(t) and new state s(t + 1);

end

derive the corresponding optimal policy π∗
Up for Subproblem

2 as follows:

π∗
Up

(
sUp(t), aUp(t)

)

= arg max
βn

{
Q′

Up

(
sUp(t + 1), aUp(t + 1)

)

− [
ξ1φ(CXn(t)) + ξ2φ(WYn(t)) + ξ3 · bn]}

s.t. (8). (20)

Algorithm 2: HRL-CRAA
Require: Discount γUp, exploration rate εUp, replay
memory capacity PUp;
Initialize the replay memory DUp to capacity PUp;
Initialize the evaluation network with parameters ωUp;
Initialize the target network with parameters ω−

Up;
for each episode i do

Initialize state sLow,1;
for each step t do

Execute Algorithm 1 to obtain the caching and
offloading decisions of lower layer optimization;
Update sLow,1 to sup,1 with the lower layer policy;
With probability εUp choose a random action
aUp(t);
Otherwise choose aUp(t) by evaluation network
with parameter ωUp based on (20);
Execute action aUp(t) in emulator, obtain reward
rUp and new state sUp(t + 1);
Store the following transition in DUp:
(sUp(t), aUp(t), rUp(t), sUp(t + 1));
Execute Procedure 1;
Each JUp steps reset ω−

Up = ωUp;
end

end
Execute Procedure 2 to obtain load balancing policies;

The HRL-CRAA is presented in Algorithm 2. After execut-
ing Algorithm 1, we obtain the service caching and workload
offloading decisions in the lower layer policy optimization.
Algorithm 2 is mainly to solve the load balancing decisions
in the upper layer policy optimization based on DQN2 with
the known optimal solution of Algorithm 1. Furthermore, the
process of DQN2 is similar to that of DQN1 as given in
Algorithm 1. Note that the state sUp is updated by state sLow
and the lower layer policies at each step t. We omit the
description of the DQN2 process for brevity. After execut-
ing Algorithm 2, we obtain the load balancing decisions.

VII. SIMULATION RESULTS AND DISCUSSION

A. Parameter Setting

In this section, we present the simulation study to evaluate
the performance of our proposed HRL-CRAA. The operating
environment of the experiment is based on a laptop with
Intel Core i7-6500U 2.5-GHz processor and 16-GB RAM. We
consider N = 3 MEC servers and U = 6 MUs are uniformly
distributed in the coverage areas of the MEC servers as shown
in Fig. 1, and the cooperative MEC system is operated on
discrete time slots with τ = 1 s. In each time slot, each MU
generates one type of CSs request from a library with K = 2.
We assume that the popularity of each type of CS follows
a Zipf distribution and the shape parameter is 0.8 [39]. The
workload arrivals of each type of CS request are randomly
distributed within [600, 700] Mb [29]. Furthermore, we set
the storage capacity of MEC server n, i.e., Cn, randomly
within [200, 600] GB [39], and the overall uplink offloading

Authorized licensed use limited to: Auburn University. Downloaded on January 13,2025 at 20:55:06 UTC from IEEE Xplore.  Restrictions apply. 



12212 IEEE INTERNET OF THINGS JOURNAL, VOL. 11, NO. 7, 1 APRIL 2024

Fig. 3. Convergence performance of HRL-based lower layer optimization
under different learning rates.

bandwidth Wn as 25 MHz [1]. The service computational
capability Fn is uniformly distributed between 800 and 3000
(in CPU cycles). Moreover, we set the occupied storage space
of each CS as ck ∈ [100, 200] GB. The required uplink
offloading bandwidth is wk ∈ [5, 20] MHz, and the maximum
deadline of execution delay is randomly set within Dk

max ∈
[2, 7]×10−3s [16]. In addition, we set ξ1 = ξ2 = ξ3 = 1 as the
weight of parameters in the objective function (10). In an effort
to ensure the matrix of the training action a(t) of the DQN
architecture fits the model environment, we preprocess the
generated decision matrix and select the appropriate data as the
training action a(t) in simulation based on the mathematical
constraint in (2). In this way, we can guarantee the accuracy
of the DQN training.

B. Benchmark Schemes Designing

We compare our proposed HRL-CRAA scheme with the
following three baseline schemes.

1) HRL-NLB: This is an HRL-based caching and resource
allocation policy but with NLB among the MEC servers. That
is, the arrived workloads to the MEC server n will be processed
by the MEC server. If the MEC server n cannot meet the
service requirements, the workloads will be further offloaded
to the remote cloud.

2) Myopic Optimization: In this approach, we set the dis-
count γ = 0 in the DQN training process. The MEC system
pays attention to the current reward, and we obtain the actions
without considering the temporal correlations between future
states and decisions.

3) Randomized Offloading: In this approach, the workload
offloading decision is randomly selected from the set of
offloading actions with equal probability.

C. Results and Discussion

We first examine the convergence performance of our
proposed HRL-CRAA scheme. As shown in Fig. 3, we set
the learning rate to 0.001, 0.005, 0.01, and 0.015 in our
simulations to present the convergence of the cost. With the

Fig. 4. Convergence performance of HRL-CRAA under a learning rate of
0.01: training loss.

Fig. 5. Convergence performance of HRL-CRAA under a learning rate of
0.01: time averaged system cost.

increase in learning rate (e.g., from 0.001 to 0.005), the
convergence speed of HRL-CRAA is accelerated. A small
learning rate leads to a slow convergence speed and a longer
training time. And if the learning rate is too large, the
algorithm may converge to a poor solution, or it may not
converge at all, as the case when learning rate = 0.015 shows.
Therefore, we set the learning rate in the range of 0.005 to
0.01 in our simulation experiment.

In Figs. 3 and 4, we present the convergence performance
of the proposed scheme concerning cost and training loss.
It can be seen that there is a large cost (training loss) at
the beginning of the training process because the DRL agent
has not learned enough information to make sound caching
and resource allocation decisions. As the number of episodes
increases, the cost gradually decreases until it reaches a
relatively stable value. Fig. 3 shows the convergence for the
lower layer optimization, and Fig. 4 shows the convergence
for the proposed HRL-CRAA scheme. In addition, we present
the convergence performance with respect to time-averaged
system cost of HRL-CRAA under a learning rate of 0.01 in
Fig. 5. As the training time increases, the reward gradually
increases and the system cost gradually decreases as well,
which proves the rationality of our reward function setting
in (12).
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Fig. 6. Resource utilization of HRL-CRAA in different time slots.

Fig. 7. Cloud load ratio for different computational capabilities with different
schemes.

We next examine the resource utilization of the proposed
cooperative MEC system and present the results from the first
to the 15th time slot in Fig. 6. We present the quantity of
workload execution of local MEC servers (HRL-CRAA-local)
and remote cloud (HRL-CRAA-cloud). Specifically, Fig. 6
shows the ratio of the amount of workloads executed at the
MEC servers to the total amount of workloads at the top
of each bar. In each time slot, the local MEC servers serve
most of the CS workloads, which verify that our proposed
HRL-CRAA can achieve efficient utilization of computational
resources.

We also present the impact of computational capability
Fn of MEC servers on the workloads of cloud execution
under four different approaches. In Fig. 7, Fn for each MEC
server is increased from 800 to 3000 (in CPU cycles). Note
that as Fn is increased from 800 to 2000, the ratio of the
amount of cloud execution to the total amount of workloads
gradually decreases, except for the randomized offloading
approach. When Fn is between 2000 and 3000, the maximum
utilization of system computation resources is reached, as
the curves of HRL-CRAA and myopic optimization tend to
be stabilized. When Fn is equal to 3000, because the MEC
servers have enough computational capabilities to process the
arrived workloads locally, the curve of HRL-NLB becomes

Fig. 8. Averaged system cost with different computational capabilities with
different schemes.

Fig. 9. Cloud load ratio for different execution delay deadlines with different
schemes.

close to that of HRL-CRAA. Especially, compared with the
other baseline approaches, our proposed HRL-CRAA scheme
achieves a smaller cloud load ratio under the same computation
capability, which means that HRL-CRAA executes more
workloads at the MEC servers and achieves efficient utilization
of computational resources.

The impact of the computational capability on the average
system cost is presented in Fig. 8, which shows that as the
increase of computation capability Fn of MEC servers, the
average system cost will gradually decrease. Combined with
the cloud computing ratio results in Fig. 7, compared with
myopic optimization, HRL-CRAA achieves a smaller cloud
load ratio but a larger averaged system cost. In addition, when
Fn is beyond 2000, HRL-CRAA and HRL-NLB have the
same average system cost. Thus, when the MEC servers have
sufficient computational capabilities to execute the arrived
workloads, load balancing among MEC servers will not be
very helpful. In other words, our proposed cooperative MEC
system and the HRL-CRAA scheme are suitable for MEC
systems with limited computation resources and under heavy
CS workloads.

Finally, we investigate the impact of the execution delay
deadline Dmax

k of CS on the workloads of cloud execution
and the averaged system cost in Figs. 9 and 10, respectively.
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Fig. 10. Averaged system cost for different execution delay deadlines with
different schemes.

We increase Dmax
k from 2 × 10−3 s to 6.5 × 10−3 s in the

experiments. In Fig. 9, when Dmax
k is increased from 2 ×

10−3 s to 4 × 10−3 s, the cloud load ratios gradually decrease
for HRL-CRAA, HRL-NLB, and the myopic optimization
scheme. Beyond Dmax

k = 4×10−3 s, the curves approach their
respective stable values. Intuitively, when a larger execution
delay deadline, the MEC servers with the same computational
capability can serve more workloads until most or all the
current arrived workloads are executed. In Fig. 10, we can see
that increasing the execution delay deadline Dmax

k can effec-
tively reduce the average system costs for all four schemes.
Specifically, beyond Dk

max = 4 × 10−3, HRL-NLB and HRL-
CRAA have the same average system cost, which means the
computational capability of each MEC server is sufficient for
executing all the requested CS workloads.

VIII. CONCLUSION

In this article, we investigated a hierarchical caching and
resource allocation problem in a cooperative MEC system
with multiple types of CSs. We formulated the problem as a
long-term time horizon cost minimization MDP, with a reward
function that maximizes the utilization of communication and
computation resources while avoiding invalid transmission of
workloads. We transformed the problem into two subproblems:
i.e., the lower layer and upper layer optimization, and then
designed a two-tier DQN to solve these two subproblems.
Our simulation results validated that our proposed policy
can achieve a superior performance compared to the baseline
approaches, as well as converge and scale linearly with the
network size, making it suitable for MEC systems with
multiple servers and users.
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