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Abstract—Nonintrusive load monitoring (NILM) is to obtain
individual appliance’s electricity consumption from aggregated
smart meter data. In this article, we propose a middle window
transformer model, termed Midformer, for NILM. Existing mod-
els are limited by high computational complexity, dependency
on data, and poor transferability. In Midformer, we first exploit
patchwise embedding to shorten the input length, and then reduce
the size of queries in the attention layer by only using global
attention on a few selected input locations at the center of the
window to capture the global context. The cyclically shifted win-
dow technique is used to preserve connection across patches. We
also follow the pretraining and fine-tuning paradigm to relieve the
dependency on data, reduce the computation in modeling train-
ing, and enhance transferability of the model to unknown tasks
and domains. Our experimental study using two real-world data
sets demonstrates the superior performance and transferability
of Midformer over three baseline models.

Index Terms—Attention, nonintrusive load monitoring
(NILM), smart home, transferability, transformer.

I. INTRODUCTION

THE RECENT advances in the Internet of Things (IoT)
allow the deployment of uniquely identifiable objects that

are organized in an Internet-like structure to enable smart
homes to monitor, control, and manage house appliances [1].
The communication paths constructed by the IoT integrate
smart meters, home appliances, and renewable energy, in a
home energy management system (HEMSs) [2], [3]. With
more and more IoT-enabled technologies being developed and
deployed, the HEMS system will become more sustainable,
more resilient, and more energy efficient [4].

One important application of the IoT in HEMSs is load
monitoring. The built-in sensors in appliances provide individ-
ual appliance’s energy consumption information to the HEMS
in real time, which can be analyzed to optimize the energy
usage and achieve energy savings. However, there are sev-
eral practical issues that need to be addressed. First, electrical
appliances typically last up to decades. As a result, a household
typically include both old and new generations of appliances.
The legacy appliances may not be equipped with smart sensors
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and their electricity consumption data are usually hard to
measure. Second, the cost of installing sensors to legacy appli-
ances could be high, including both the sensor and installation
cost, as well as the power usage cost. Third, consumers are
more and more concerned about their privacy; they may not be
willing to share the information about their appliances’ power
consumption.

Nonintrusive load monitoring (NILM), which is to identify
individual appliance’s electricity consumption from the given
aggregated smart meter data, provides a useful solution to the
above problems [5]. Recently, deep neural networks (DNNs),
such as convolutional neural networks (CNNs) and recurrent
neural networks (RNNs), have been shown effective to address
the NILM problem. Since 2017, the Transformer [6] and its
variants have dominated the field of natural language process
(NLP), achieving superior performance for tasks such as lan-
guage translation, text analytics, smart assistants, and so on.
This is largely due to Transformer’s capability of using the
attention mechanism to capture the long-range dependency in
sequential data. For computer vision (CV) tasks, the vision
transformer (ViT) [7] has been shown to outperform the pop-
ular CNN model. In our recent work [8], a deep spatiotemporal
attention approach was developed to forecast the tempera-
ture of stored grain using meteorological data. Such successes
in NLP, CV, and other fields have attracted researchers to
investigate Transformer’s application to the NILM problem.

Although some recent preliminary studies have
demonstrated the high potential of the Transformer for
NILM [9], [10], there are still many challenges remain to
be addressed. First is the tradeoff between computational
complexity and the ability to track long-range dependency
in energy consumption data, which usually contains rich
daily, seasonal, and even annual patterns. The self-attention
mechanism is the core of Transformer, which has a quadratic
time complexity with regard to the input sequence length [11].
Low-complexity models are thus desirable to allow longer
input sequences. Second is the dependency on data. Like
most deep learning (DL) models, the Transformer requires
a large amount of high quality labeled data for training,
specifically, each individual appliance’s power consumption
data. The cost of data collection, e.g., submetering, could be
high. In addition, many users are unwilling to share their
appliance’s information due to concern of privacy breach.
Third is the generalization or transferability of the well-
trained Transformer model. The existing Transformer-based
NILM methods are trained and tested on the same data set,
or assume the training and testing sets share similar data
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distribution. The transferability of the models have not been
fully investigated, including testing across different appliances
and/or across different data sets. NILM models with strong
transferability are useful to achieve accurate predictions
for different, unseen houses, different models or brands of
appliances, various aging degrees of electronic circuits, and
different residents daily habits and usage behavior [2].

In this article, we propose a middle window transformer
model, termed Midformer, for NILM, which incorporates sev-
eral novel designs and follows the pretraining and fine-tuning
paradigm to address the above problems. To deal with the com-
putational complexity issue, Midformer is designed as a more
efficient Transformer variant tailored to the characteristics of
the NILM problem. Specifically, we utilize patchwise atten-
tion in Midformer, which reduces the input length compared to
pointwise attention used in existing models [9], [10]. We fur-
ther apply the cyclically shifted window technique to increase
the receptive filed. The drawback of patchwise attention is that
it ignores the connection across patches. In Midformer, we
feed both cyclically shifted input and the original input into
the attention layer to preserve the connection across patches.
To reduce computation, we only calculate full attention using
the middle range of the input, instead of using the entire input.
This allows Midformer to focus on the middle range of the
input and achieve a linear time complexity with respect to the
input length (i.e., the window size).

To address the transferability issue and reduce the depen-
dency on data, we follow the pretraining and fine-tuning
paradigm. First, we pretrain multiple transformers (for dif-
ferent appliances) by using one data set. Then, we test the
performance of the trained models on unseen data in the same
data set. Next, we examine the relationship among different
appliances, i.e., could a model pretrained using one appliance’s
data in a house be used to predict the power usage of another
appliance in another house? D’Incecco et al. [12] used the
model learned from washing machine data to predict the power
consumption of other appliances. In this article, we obtain
the pretrained model (including CNN, RNN, Transformer, and
the proposed Midformer) for five appliances (including ket-
tle, dishwasher, fridge, washing machine, and microwave). We
then fine-tune and test the pretrained model on a different
data set including the same and different appliances’ data.
With this approach, models do not need to be retrained from
scratch for unknown houses and unseen appliances, and can
quickly adapt to new tasks with few-shot fine-tuning due to
the well initialized parameters in the pretrained models. This
way, the computation in modeling training can be reduced and
the dependency on data can be relieved.

We evaluate the performance of the proposed Midformer
model using two real-world data sets and compare it with
three baseline models, including CNN, RNN, and Transformer.
Our experimental study demonstrates the superior performance
and great transferability of the proposed Midformer model for
NILM problems over the state-of-the-art baseline models.

We organize the remainder of this article as fellows. We
introduce the related work in Section II. In Section III, we
formulate the NILM problem and introduces the preliminaries
of Transformers. In Section IV, we present the proposed

transformer method Midformer. We present the data sets
and experiment setup, and discuss the experimental study in
Section V. Finally, Section VI concludes this article.

II. RELATED WORK

A. Nonintrusive Load Monitoring Models

In the literature, many prior studies have developed
approaches for solving the NILM problem, which can be
mainly divided into two categories: 1) unsupervised learn-
ing and 2) supervised learning methods. In this section, we
will briefly introduce the existing solutions for NILM; more
detailed reviews of the different approaches applied to solving
NILM can be found in [5], [13], and [14].

1) Unsupervised Learning: Unsupervised learning has the
unique strength of not requiring labeled data. The addi-
tive factorial hidden Markov model (AFHMM) is one of
the most widely used unsupervised learning approaches for
NILM [15]–[18], which converts time series data into hidden-
Markov models and Bayesian models to infer the possible
states of different appliances. Another method of unsupervised
learning approach is the graph signal processing (GSP)-based
method, which has also been shown to be quite effective for
NILM [19], [20]. The main drawbacks of these methods is
that the prior domain knowledge needs to be provided, and
such schemes may not perform well for solving problems that
have a large number of appliances [12].

2) Supervised Learning: Supervised learning aims to learn
a function, which maps an input to an output, from given
input–output examples, i.e., labeled data. In the literature, var-
ious supervised learning methods have been applied to solving
the NILM problem, such as support vector machine [21],
decision tress [22], K-nearest neighbors (k-NN) [23], and
so forth. Recent works in this area demonstrate the promise
of entirely DL approaches, such as CNNs [24]–[27], long
short-term memory (LSTM) or its variant gated recurrent
units (GRUs) [28]–[31], and denoising autoencoder [32], [33].
The main limitation of supervised learning (machine learning)
method is that it requires large amounts of high-quality train-
ing data. Such approaches usually require high computational
power and storage capacity.

B. Transfer Learning for NILM

Most of the approaches applied to the NILM problem are
carried out on the same data domain, which means the model
is trained and tested using the same appliance’s data in the
same data set. Very few previous studies have addressed the
study of generalizability of the NILM models, also referred to
as the transferability of the pretrained models. For example,
Murray et al. [34] trained two different networks based on
CNNs and RNNs, respectively, by using one of the three data
sets and verify the models’ transferability as well as general-
ization through the other data sets. However, the stability of
the trained models is unsatisfactory due to the different data
distributions in different databases, which lead to the poor
domain adaptation performance.

To address this problem, D’Incecco et al. [12] pretrained
their sequence-to-point (seq2point) learning model using the
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washing machine data in one specific data set, and then tested
their pretrained model on data of different appliances in dif-
ferent data sets. Fine-tuning, which is to train the pretrained
model using a small amount of examples from the testing
data set [2], was applied to adapt the pretrained model to the
difference between the different training and testing domains.
However, the distribution of data used in fine-tuning was quite
different from that of the tested house data, which led to the
negative transfer effect. The generative adversarial networks
(GANs) model has been applied to address the domain adapta-
tion problem in NILM as well [35], [36], which was to train the
feature generator and the domain discriminator in the adversar-
ial manner. The limitation of this method is that training GANs
requires finding a Nash equilibrium of a nonconvex game
with continuous high-dimensional parameters, which could fail
to converge [37], [38]. Our previous work [2] developed a
metalearning-based approach and an ensemble-learning-based
approach that require fewer new data for adaptation, and
can quickly adapt to new NILM tasks. However, we only
explored the transferability between different data sets of same
appliance in [2].

C. Transformer-Based NILM Models

Motivated by the success of the Transformer architecture
in many domains, most importantly in NLP [6], the self-
attention1 based Transformer has recently been proposed for
NILM. The recent works [9], [10] both applied the atten-
tion mechanism to the feature maps extracted by CNNs to
solve NILM tasks. The main drawback of these preliminary
studies is that the computational complexity of self-attention
grows quadratically with window (i.e., input) size, which could
become a serious issue if the fixed window size is large.
Moreover, the generalization performance of these models
have not been verified through different data sets or appliances.

III. PROBLEM STATEMENT

A. NILM Problem

Consider a given collection of J time series
{y1(t), y2(t), . . . , yJ(t)}T

t=1 that record the energy con-
sumption of J appliances in a house over a period of time T;
and {yj(t)}T

t=1 represents the power consumption of the jth
appliance in the house. The aggregate power consumption
x(t) of the house at time t is calculated as follows:

x(t) =
J∑

j=1

yj(t) + e(t) (1)

where e(t) is the measurement noise at time t. The NILM
problem is to estimate the power consumption of an individ-
ual appliance from the given aggregate power consumption
of the entire house. It is also called energy disaggregation
since the goal is to separate the energy consumption measured
at the aggregate level to that of individual appliances. It is non-
intrusive since only the aggregate measurement is needed; and
there is no need for submetering.

1“An attention mechanism relating different positions of a single sequence
in order to compute a representation of the sequence [6].”

In NILM algorithms, to better handle the long time series
data, usually a sliding/rolling window setting is adopted over
the time series with a fixed window size, denoted by W, where
the sliding/rolling step size is one. Rather than predicting
a full window size of outputs, the NILM models often tar-
get at one single time instance (e.g., the middle point of the
window) to avoid redundant computation. This approach is
termed s2p learning [24]. Therefore, given input data of total
power consumption measurements over a window of size W,
i.e., x̃ = {x(1), x(2), . . . , x(W)}, the learning algorithm will
compute output ỹj(�W/2�), for all j.

B. Transformer and Multihead Self-Attention Mechanism

The Transformer model is based on the attention mecha-
nism to significantly enhance the performance of DL, which
computes the representation of a sequence by attending to
information at different positions from different representa-
tion subspaces [6], [39]. The main idea of this mechanism is
to learn an alignment between each element in the sequence
and others to decide which part of the sequence should be
paid attention to [40].

For a given input sequence I ∈ R
W×dmodel , where dmodel is

the dimension of each data sample (i.e., length of the encod-
ing vector), self-attention first transforms the input sequence
into three matrices with three learnable weights. These three
matrices are called queries, keys, and values, respectively, and
they have the same depth of dimension d. Next, the scaled
dot-product is computed, which is given by

Attention(Q, K, V) = softmax

(
QKT

√
d

)
V (2)

where Q = IWQ, K = IWK , and V = IWV , and WQ ∈
R

dmodel×d, WK ∈ R
dmodel×d, and WV ∈ R

dmodel×d are all train-
able parameters that are used to map the input I into the three
matrices Q, K, and V. The attention function (2) is similar to
nonlocal means, which can be described as mapping a query
and a set of key–value pairs to an output [6]. The weighted
sum of the values is computed as the output of attention, where
the weight is determined by the softmax score of the query
with the corresponding key.

In the Transformer model, the attention processor is also
called the attention head. Multihead self-attention computes
the self-attention score function describe in (2) on H different
linear projections of queries, keys, and values in parallel. Then,
the results are concatenated as follows:

MultiHead(I) = Concat

(
H∑

i=1

Attention(Qi, Ki, Vi)

)
(3)

where Qi = IWQ
i , Ki = IWK

i , and Vi = IWV
i . The

dimension of the learning parameters WQ
i , WK

i , and WV
i is

dmodel × di, where di = d/H. By combining several simi-
lar attention results, the attention will have stronger power of
discrimination.
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Fig. 1. Architecture of the proposed transformer-based approach, Midformer,
to NILM.

IV. PROPOSED MIDDLE WINDOW TRANSFORMER

APPROACH

In this section, we introduce our proposed Transformer-
based approach for NILM problems, which is termed middle
window transformer (Midformer). Fig. 1 illustrates the over-
all architecture, which consists of four main parts, including:
1) patch splitting and initializing; 2) cyclic shift window;
3) Transformer layers; and 4) concatenation. Our intuition of
designing this approach is to utilize the Transformer’s atten-
tion ability to model the long-range dependency in the energy
consumption data, while reducing the computational cost.

The existing methods [9], [10] exploit the attention mech-
anism for NILM by combining CNNs with forms of self-
attention. They first extract the feature map from input data
by using convolutional layers. The extracted feature map is
then fed into the Transformer layers. They both adopt global
full self-attention in their models, which has a computational
complexity that is quadratic to the size of the feature map. For
efficient modeling and computation, we leverage the technique
proposed in the ViT for image classification tasks [7], which
reduces the context length by partitioning images into small
patches and using the patches as input to the Transformer lay-
ers. A comparison of the existing approach and that adopted
in this article is presented in Fig. 2. In particular, Fig. 2(a)
shows the original pointwise attention projection method used
in existing NILM works [9], [10], while Fig. 2(b) illustrates
the patchwise attention projection method adopted in this arti-
cle. As shown in Fig. 2(a), when creating the attention matrix,
the input will first be mapped into a space of depth d, which
will then be used by the attention mechanism to calculate the
attention matrix. The length and width of the attention matrix
are the same as the depth of the space. From the comparison
figure, we can visually see that the patchwise attention incurs
significantly less computation than the pointwise attention as
the dimension of the attention matrix becomes much smaller.

A. Patch Splitting and Initialization

In the proposed Midformer model, the input I ∈ R
W×dmodel

is first split into a sequence of nonoverlapping patches of fixed-
size {I1, I2, . . . , Ik}, where Ii ∈ R

W/k×d, for 1 ≤ i ≤ k, and
k is the number of patches. Each patch contains W/k sam-
ples, and is fed into a neuron network to be projected into

(a)

(b)

Fig. 2. Comparing the pointwise and the patchwise attention pattern.
(a) Global full self-attention. (b) Attention after splitting the input into small
patches.

a d-dimension vector. Different from [9] and [10], before the
input data are passed into the Transformer blocks, we do not
need the convolutional layers to extract the feature map and
increase the hidden size of the input sequence. This part of
essential operation is replaced by individual neuron networks
that project the patches. We also add position embedding to
the projection to maintain position information in the data.
The output of this projection is referred as patch embeddings.

B. Window Shifting

The patchwise self-attention splits the input series of sam-
ples into nonoverlap patches. However, this approach breaks
the data correlation at patch boundaries and ignores the con-
nection across patches, which limit its modeling power. In
order to capture the connection across patches while still
maintaining the computational efficiency of nonoverlapping
patches, we apply the shifted window technique to broaden
the receptive field, which is inspired by [41]. As illustrated in
Fig. 1, we cyclically shift the input I ∈ R

W×dmodel to the right
for W/(2k) positions (i.e., half of the patch size); the right-
most half-patch of samples are moved to the left-most part of
the window. The patches obtained from the cyclically shifted
window of data are also fed into patch embeddings as well,
to create a patchwise feature map as shown in Fig. 1.

C. Transformer Layers

The two feature maps created by patch embeddings are then
fed into the Transformer layers. We equally split the H heads
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Fig. 3. Comparison of transformer and the proposed Midformer approach.

into two parallel groups, where each group has H/2 heads
(assume that H is an even number). One group accepts the fea-
ture map created from the original input, and the other group
accepts the feature map created from the shifted input.

We follow the Transformer layer designed in [6], which
consists of a multihead attention layer and multilayer percep-
tion (MLP) layer. A LayerNorm (LN) layer is applied after
each attention layer and the MLP layer. A residual connec-
tion is used from the input to the first LN layer, and from the
first LN layer to the second LN layer. The architecture of the
original Transformer model is shown in the left plot in Fig. 3.

We further enhance the existing Transformer layer and pro-
pose the Midformer layer, to achieve reduced computation
complexity. The idea is simple: we only apply global atten-
tion on N (e.g., N = 3) input patches in the middle range of
the window as queries, which is illustrated in the right plot
in Fig. 3. The reason why we reduce the number of queries
is that, most NILM models (e.g., s2p [12]) only predict the
appliance’s power usage at the center position of the window.
The middle range area of the window is where we should
focus on. By reducing the number of queries, the complexity
of the attention mechanism can be greatly reduced. It is worth
noting that only the number of queries is reduced here, and
the number of key–value pairs remains unchanged, which is
fundamentally different from simply using a smaller window
size W and then calculating the full attention. This tech-
nique contributes to the class of position-based sparse attention
schemes, which reduce the required computations by limiting
the number of query–key pairs that each query attends to [42].

D. Concatenation

Finally, an MLP (i.e., a fully connected layer) is utilized
to concatenate the outputs of the two groups of Transformer
blocks. The final MLP would restore the concatenated fea-
ture maps to the desired output size, which is one for NILM
problems.

E. Computational Complexity Analysis

Supposing each input’s dimension is W × dmodel, the patch
size is W/k, the learnable parameter’s dimension is dmodel ×d,
and the number of queries used in the Midformer layer is N.
The computational complexity of the global Multihead Self-
attention module in each layer is O(W2 · d). The high cost of

computing the global limits its ability to handle the usually
large window sizes in NILM problems. However, with the
proposed Midformer model, the computational complexity of
the multihead self-attention module is reduced to O(N/k·W·d).
In the Midformer design, both N and k are set proportional to
the window size W (e.g., k = W/9 and N = k/3 = W/27 in
our experiments). Therefore, the computational complexity of
Midformer is now linear to the window size W.

V. EXPERIMENTAL STUDY

In this section, we introduce the data sets and the
system configuration used in our experiments to evaluate the
performance of the proposed Transformer model. We then
present our experimental study of the proposed model and
compare it with three baseline models.

A. Data Sets

We use two real-world data sets: 1) the REFIT data set [43]
and 2) the UKDALE data set [44] to evaluate the performance
of the proposed energy disaggregation method. The REFIT and
UK-DALE data sets are both recorded in England. They both
provide house-level aggregate energy consumption as well as
individual appliances’ power consumption data. In particular,
the REFIT data set consists of data from 20 households. Both
the aggregate and appliance levels’ data were recorded every
8 s from September 2013 to July 2015. The UKDALE data
set includes data from five houses. Each house’s aggregated
energy consumption was recorded every 1 or 6 s, and the
appliance level data was measured every 6 s. In order to be
consistent with data in different data sets, the aggregate level
and appliance level data are downsampled to 8 s. Standard
score normalization is applied in data preprocessing; each sam-
ple x in the data set is normalized as x̂ = (x − x̄)/S, where
x̄ is the sample mean and S is the sample standard deviation.
We follow the approach in [12] to set the sample mean and
sample standard deviation values for each appliance.

Following the approach in our recent work [2], for pretrain-
ing, we use a large-scale NILM data set: i.e., the REFIT data
set. Specifically, we use the data from three houses as the
pretraining set and the data from two other houses as the test-
ing set for each appliance. The specific houses used and the
amount of data from REFIT used to pretrain the model are
summarized in Table I. We then use the UKDALE data set
to evaluate the generalization of the models. We use only a
small part of the data in House 2 of the UKDALE data set to
fine-tune the pretrained model and the rest of the unseen data
of House 2 to test the performance of the fine-tuned pretrained
model. There is no overlap between the testing data and the
fine-tuning data. The detailed information of the house and
data from the UKDALE data set used in our experiment is
summarized in Table II.

B. Model and Experimental Setup

Next, we introduce the experimental setup and the mod-
els used to address the NILM problem. The following three
baseline models are evaluated for comparison purpose.
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TABLE I
APPLIANCES AND HOUSES USED IN THE REFIT DATA SET [43]

TABLE II
APPLIANCES AND HOUSES USED IN THE UKDALE DATA SET [44]

1) s2p [12]: This baseline model uses the same structure
of the s2p method as in [12].

2) Bidirectional Gated Recurrent Units (Bi-GRU) [30]:
This baseline model utilizes Bi-GRU, rather than LSTM,
to reduce the amount of model parameters while main-
taining a similar performance as the RNN model.

3) Transformer (Transformer) [6]: This is the traditional
Transformer model. It has the same hyper-parameters
as the Midformer model proposed in this article, which
are summarized in Table III.

Note that comparisons between the s2p model and other tradi-
tional machine leaning methods have been presented in [12],
including AFHMM, RNN, sep2sep, GRU, etc., where the s2p
model achieves the best performance. Therefore, we choose
s2p as a benchmark scheme in this article.

All the models are implemented using TensorFlow 2.6.0 and
trained on NVIDIA RTX 2070 Mobile. We pretrained all the
models using the ADAM optimization algorithm [45] with a

TABLE III
HYPER-PARAMETER SETTING OF MIDFORMER

maximum of 50 gradient updates. We update the weights with
a learning rate of 0.001 and use a minibatch size of 100. Both
Midformer and Transformer incorporate 2–4 attention layers.
The projected dimension of Midformer is d = 64, and the
number of heads is H = 8. The number of patches is fixed at
k = 3, 9, 11, 99. Table III describes the detailed information
of the hyper-parameters.

We fine-tune the pretrained model using the stochastic gra-
dient descent (SGD) method with a momentum of 0.9 and a
learning rate of 0.01.

C. Performance Metrics

We use two metrics to evaluate the performance of the
proposed Transformer model, which are the mean absolute
error (MAE) and the signal aggregate error (SAE). These two
metrics are defined as follows:

MAE = 1

T

T∑

t=1

∣∣ŷj(t) − yj(t)
∣∣ (4)

SAE = 1

rj

∣∣r̂j − rj
∣∣ (5)

where T is the duration of the period used to predict the output;
yj(t) is the ground truth of power consumption of appliance j
and ŷj is the predicted value by the NILM models; and r̂j and
rj are the predicted total energy consumption and the ground
truth of appliance j over period T , respectively.

D. Experimental Results and Discussions

Three scenarios are designed and examined in our experi-
mental study, which are as follows

1) The pretrained model is evaluated on the same appliance
in the same data set.

2) The model is applied to a different data set but on the
same appliance.

3) The model learned using one appliance in one data set
is evaluated on other appliances in a different data set.

Multiple cases are examined, which belong to these three
scenarios and use the data from the two public data sets.

1) REFIT Data Set: The results in terms of the evaluation
metrics on the REFIT data set are represented in Table IV,
which covers Scenario 1) described above. In this experiment,
models for each appliance is pretrained using the REFIT train-
ing set. Next, the data for the same appliance from two unseen
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TABLE IV
MODEL PERFORMANCES ON THE REFIT DATA SET

houses are used to evaluate the pretrained model. For exam-
ple, for kettle, the labeled kettle data from Houses 5, 7, and 13
are used to pretrain the models, and then the kettle data from
Houses 9 and 20 are used to test the pretrained models, while
all the houses belong to the same REFIT data set. Table IV
shows that the proposed Midformer model achieves both lower
MAE and SAE in most cases (i.e., 6 cases out of 10 for MAE
and 7 cases out of 10 for SAE). The average MAE and SAE
values are averaged over the two houses. Our model achieved
the best MAE results in all the cases, as well as the best SAE
results for all the cases except for fridge. Compared to the
baseline model s2p [12], the MAE reductions for kettle, dish-
washer, washing machine, microwave, and fridge are 35.21%,
18.23%, 16.54%, 9.35%, and 3.80%, respectively.

Fig. 4 presents the execution times of different models
for training per epoch under different window sizes. The
Transformer and Midformer models both have two attention
layers. The training set includes 100K samples. From the fig-
ure, we can see that the s2p model [12] uses the least amount
of time; our proposed model uses the second least amount of
time. The traditional Transformer model, which has the same
number of layers as Midformer, consumes the longest time
for training. The Bi-GRU model [30] uses less training time

Fig. 4. Execution times of s2p [12], Bi-GRU [30], transformer (full
attention) [6], and Midformer on the training set.

Fig. 5. MAEs obtained by Midformer models with different window sizes
by testing the kettle in House 9 and the washing machine in House 15. The
number of patches is set to 11.

TABLE V
BEST NUMBER OF PATCHES AND THE BEST PATCH SIZE UNDER

DIFFERENT WINDOW SIZES (WASHING MACHINE)

TABLE VI
ABLATION STUDY: MAE RESULTS

than Transformer for most of the window sizes (except for
W = 100K). However, it is still more time consuming, thank
both s2p and Midformer. Considering the time and accuracy
factors together, our proposed Midformer model consumes
very little time for training and achieves the highest accuracy.

Next, we conduct an ablation study to further investigate
the effectiveness of the proposed model. For brevity, we only
present the results using the first week of the testing set. The
window size and the number of patches are important parame-
ters in our model structure. Fig. 5 presents a comparison of the
MAEs obtained by Midformer models with different window
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TABLE VII
RESULTS OF THE PRETRAINED MODEL WITHOUT FINE-TUNING TESTED ON THE UKDALE DATA SET

Fig. 6. MAEs achieved by Midformer models with different numbers of
patches for washing machine, when the window size is set to 693.

sizes for the kettle in House 9 and the washing machine in
House 15. The figure shows that the best window size for
each appliance is different, which is 99 for kettle and 693 for
washing machine. An overly large window size might hurt the
disaggregation performance and increase the model’s training
time. Choosing a proper window size is vital for saving the
training cost. Note that the unique windows size for differ-
ent appliances limits the transferability of a trained model to
different appliances. Therefore, during the fine-tuning process
in the following part of the experiments, we adopt the same
window size of the pretrained model for the fine-tuned model.
We will explore the problem of transfer learning with different
window sized models in our future work. Fig. 6 illustrates the
effect of the number of patches on the model performance. We

use washing machine as the subject of this study and the win-
dow size is set to 693. The figure shows that the best number of
patches for washing machine is 11. We further test the wash-
ing machine model with different window sizes and different
patch numbers. Table V shows the best number of patches
and the best patch size for each given window size (i.e., 99,
297, and 693), as well as the best MAE result. We find that
a larger window size requires a larger patch size accordingly
to achieve the best performance.

We next study the impact of window shifting on the
Midformer performance. The results are given in Table VI,
which is obtained for the washing machine in House 15 with
a window size of 693 and a patch size of 63. We replace the
cyclically shifted window with unshifted Transformer blocks,
and find the performance drops by 6.67%.

2) UKDALE Data Set: In this experiment, we verify the
transferability performance of the pretrained model across
different domains (i.e., different data sets and appliances).
We first fine-tune the pretrained model, which was originally
learned using one appliance in the REFIT data set, with a
small portion of new data from the UKDALE data set, and
then use the test set of UKDALE to verify the performance of
the model on the same or different appliance (see Table II).
These experiments cover Scenarios 2) and 3) described above.

The performance of the pretrained models on the unseen
UKDALE data set is presented in Tables VII and VIII.
Table VII are the results of the pretrained models without
fine-tuning, while Table VIII are the results of the pre-
trained models after fine-tuning, on the same appliance or
an unseen appliance. The first column of the tables indicates
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TABLE VIII
RESULTS OF PRETRAINED MODEL WITH FINE-TUNING TESTED ON THE UKDALE DATA SET

the appliance and data set learned by the pretrained model.
The second column indicates the unseen test data set and
corresponding appliances (same or different). The remaining
columns are the MAEs and SAEs achieved by the four models.

From Table VII, we can see that the results of the pre-
trained models without fine-tuning have relatively large errors.
When the pretrained model uses the same appliance as the test
appliance, the test results are better than that using a differ-
ent appliance. Except for the Bi-GRU [30] model, the other
three models achieve similar MAE and SAE values, which are
around 85 and 3, respectively.

From Table VIII, it is obvious that fine-tuning has been very
effective in reducing the error of all the models on unseen data
set and appliances, since both the MAEs and SAEs of all the
models are greatly improved. For example, the average MAE
of Midformer is reduced from 84.566 to 7.121, and the aver-
age SAE is reduced from 2.586 to 0.056, after fine-tuning
(huge improvements). In the table, the bold numbers in each
row indicate the best result among the four models obtained
for the test set when using a pretrained model of a particu-
lar appliance. For example, for pretrained model using kettle
in REFIT and the target appliance kettle in UKDALE, the
Midformer model achieves the smallest MAE of 4.183 and
the smallest SAE of 0.041. The number marked by symbol
“†” indicates the best model for that target appliance among
all the pretrained models. For example, for the target appli-
ance kettle, the pretrained model of Midformer learned from

the source appliance dishwasher achieves the best MAE of
3.837. To better present the results, we have summarized such
information in Table IX.

We can make the following observations from these results.
1) The proposed Midformer model outperforms all other

models on average and in most specific cases.
2) Our proposed model achieves superior transferability

performance, which means we can use the pretrained
Midformer model using one appliance for all other tar-
get appliances, resulting greatly reduced cost for model
pretraining.

3) In most cases, the best result for a target appliance
is obtained with the model pretrained using the same
appliance.

The best pretrained model for fridge, washing machine, and
microwave in the UKDALE data set is the model learned from
the same appliance in the REFIT data set, respectively. This
is intuitive since the pretrained model will perform well if the
test data and training data share similar features. In Table IX,
the proposed Midformer model accounts for four of the five
best results of transfer learning.

The predicted power consumption values of House 2 in the
UKDALE data set for the five appliances obtained by the four
pretrained models on the REFIT data set (i.e., s2p, Bi-GRU,
Transformer, and Midformer) for a specific time period are
plotted in Fig. 7, along with the corresponding ground truth
values. Note that the “Aggregate” values are the input to these
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(a)

(b)

(c)

(d)

(e)

Fig. 7. Comparison of predicted power consumption values by Midformer,
Transformer, s2p, and Bi-GRU for the five appliances, along with the ground
truth values. (a) Kettle. (b) Dishwasher. (c) Fridge. (d) Washing machine.
(e) Microwave.

models to be disaggregated into individual appliance’s power
consumption. The figure shows that the proposed Midformer
model achieves the best performance compared to the three

TABLE IX
BEST PRETRAINED MODEL FOR THE UKDALE TEST SET

baseline models, except for the dishwasher (which is consis-
tent with the results in Table IX). The Bi-GRU model fails
to predict the washing machine’s power state at some time
instances, i.e., the washing machine’s state is on, but it is
predicted as off [see Fig. 7(d)].

VI. CONCLUSION

In this article, we proposed the Midformer model to tackle
the NILM problem. We utilized patchwise attention and
reduced the query size to reduce the quadratic time complex-
ity in traditional Transformer models to linear complexity. We
also focused on the transferability performance of the models,
which helped to reduce the model training cost and eased the
deployment of the model in various environments. Our exper-
imental study using two real-world data sets demonstrated
the superior performance and stronger transferability of the
proposed Midformer model over three baseline, state-of-the-art
models on addressing the NILM problem.

REFERENCES

[1] W. Li, T. Logenthiran, V.-T. Phan, and W. L. Woo, “Implemented IoT-
based self-learning home management system (SHMS) for Singapore,”
IEEE Internet Things J., vol. 5, no. 3, pp. 2212–2219, Jun. 2018.

[2] L. Wang, S. Mao, B. M. Wilamowski, and R. M. Nelms, “Pre-
trained models for non-intrusive appliance load monitoring,” IEEE
Trans. Green Commun. Netw., vol. 6, no. 1, pp. 56–68, Mar. 2022,
doi: 10.1109/TGCN.2021.3087702.

[3] H. Zou, S. Mao, Y. Wang, F. Zhang, X. Chen, and L. Cheng, “A survey of
energy management in interconnected multi-microgrids,” IEEE Access,
vol. 7, pp. 72158–72169, 2019.

[4] Y. Wang, Y. Shen, S. Mao, X. Chen, and H. Zou, “LASSO & LSTM
integrated temporal model for short-term solar intensity forecasting,”
IEEE Internet Things J., vol. 6, no. 2, pp. 2933–2944, Apr. 2019.

[5] A. Ruano, A. Hernandez, J. Ureña, M. Ruano, and J. Garcia, “NILM
techniques for intelligent home energy management and ambient assisted
living: A review,” MDPI Energies, vol. 12, no. 11, p. 2203, Jun. 2019.

[6] A. Vaswani et al., “Attention is all you need,” in Proc. 31st Int. Conf.
Adv. Neural Inf. Process. Syst., Long Beach, CA, USA, Dec. 2017,
pp. 6000–6010.

[7] A. Dosovitskiy et al., “An image is worth 16x16 words: Transformers
for image recognition at scale,” Jun. 2021, arXiv:2010.11929.

[8] S. Duan, W. Yang, X. Wang, S. Mao, and Y. Zhang, “Temperature
forecasting for stored grain: A deep spatiotemporal attention approach,”
IEEE Internet Things J., vol. 8, no. 23, pp. 17147–17160, Dec. 2021.

[9] Z. Yue, C. R. Witzig, D. Jorde, and H.-A. Jacobsen, “BERT4NILM: A
bidirectional transformer model for non-intrusive load monitoring,” in
Proc. 5th Int. Workshop Non-Intrusive Load Monitor., New York, NY,
USA, Nov. 2020, pp. 89–93.

[10] N. Lin, B. Zhou, G. Yang, and S. Ma, “Multi-head attention networks for
nonintrusive load monitoring,” in Proc. IEEE Int. Conf. Signal Process.
Commun. Comput., Macau, China, Aug. 2020, pp. 1–5.

[11] C. Wu, F. Wu, T. Qi, and Y. Huang, “Fastformer: Additive attention can
be all you need,” Sep. 2021, arXiv:2108.09084.

[12] M. D’Incecco, S. Squartini, and M. Zhong, “Transfer learning for non-
intrusive load monitoring,” IEEE Trans. Smart Grid, vol. 11, no. 2,
pp. 1419–1429, Mar. 2020.

Authorized licensed use limited to: Auburn University. Downloaded on February 10,2025 at 17:47:01 UTC from IEEE Xplore.  Restrictions apply. 

http://dx.doi.org/10.1109/TGCN.2021.3087702


WANG et al.: TRANSFORMER FOR NONINTRUSIVE LOAD MONITORING 18997

[13] S. M. Tabatabaei, S. Dick, and W. Xu, “Toward non-intrusive load mon-
itoring via multi-label classification,” IEEE Trans. Smart Grid, vol. 8,
no. 1, pp. 26–40, Jan. 2017.

[14] P. Huber, A. Calatroni, A. Rumsch, and A. Paice, “Review on deep neu-
ral networks applied to low-frequency NILM,” MDPI Energies, vol. 14,
no. 9, p. 2390, Apr. 2021.

[15] J. Z. Kolter and T. Jaakkola, “Approximate inference in additive factorial
HMMs with application to energy disaggregation,” in Proc. Int. Conf.
Artif. Intell. Stat., La Palma, Spain, Apr. 2012, pp. 1472–1482.

[16] M. Zhong, N. Goddard, and C. Sutton, “Signal aggregate constraints in
additive factorial HMMs, with application to energy disaggregation,” in
Proc. Adv. Neural Inf. Process. Syst., Montreal, QC, Canada, Dec. 2014,
pp. 3590–3598.

[17] O. Parson, S. Ghosh, M. Weal, and A. Rogers, “Non-intrusive load mon-
itoring using prior models of general appliance types,” in Proc. AAAI,
Toronto, ON, Canada, Jul. 2012, pp. 356–362.

[18] H. Kim, M. Marwah, M. Arlitt, G. Lyon, and J. Han, “Unsupervised
disaggregation of low frequency power measurements,” in Proc. SIAM
Int. Conf. Data Min., Mesa, AZ, USA, Apr. 2011, pp. 747–758.

[19] B. Zhao, L. Stankovic, and V. Stankovic, “On a training-less solution for
non-intrusive appliance load monitoring using graph signal processing,”
IEEE Access, vol. 4, pp. 1784–1799, 2016.

[20] K. He, L. Stankovic, J. Liao, and V. Stankovic, “Non-intrusive load
disaggregation using graph signal processing,” IEEE Trans. Smart Grid,
vol. 9, no. 3, pp. 1739–1747, Aug. 2016.

[21] G.-Y. Lin, S.-C. Lee, J. Y.-J. Hsu, and W.-R. Jih, “Applying power meters
for appliance recognition on the electric panel,” in Proc. IEEE Conf. Ind.
Electron. Appl., Taichung, Taiwan, Jun. 2010, pp. 2254–2259.

[22] J. Liao, G. Elafoudi, L. Stankovic, and V. Stankovic, “Non-intrusive
appliance load monitoring using low-resolution smart meter data,” in
Proc. IEEE Int. Conf. Smart Grid Commun., Venice, Italy, Nov. 2011,
pp. 31–40.

[23] M. B. Figueiredo, A. De Almeida, and B. Ribeiro, “An experimental
study on electrical signature identification of non-intrusive load mon-
itoring (NILM) systems,” in Proc. Int. Conf. Adapt. Natural Comput.
Algorithms, Ljubljana, Slovenia, Apr. 2011, pp. 31–40.

[24] C. Zhang, M. Zhong, Z. Wang, N. Goddard, and C. Sutton,
“Sequence-to-point learning with neural networks for non-intrusive
load monitoring,” in Proc. AAAI, New Orleans, LA, USA, Feb. 2018,
pp. 1–8.

[25] C. Shin, S. Joo, J. Yim, H. Lee, T. Moon, and W. Rhee, “Subtask gated
networks for non-intrusive load monitoring,” in Proc. AAAI, vol. 33.
Honolulu, HI, USA, Jan. 2019, pp. 1150–1157.

[26] K. Chen, Q. Wang, Z. He, K. Chen, J. Hu, and J. He, “Convolutional
sequence to sequence non-intrusive load monitoring,” J. Eng., vol. 2018,
no. 17, pp. 1860–1864, Nov. 2018.

[27] K. Chen, Y. Zhang, Q. Wang, J. Hu, H. Fan, and J. He, “Scale- and
context-aware convolutional non-intrusive load monitoring,” IEEE Trans.
Power Syst., vol. 35, no. 3, pp. 2362–2373, May 2020.

[28] L. Mauch and B. Yang, “A new approach for supervised power dis-
aggregation by using a deep recurrent LSTM network,” in Proc. IEEE
GlobalSIP, Orlando, FL, USA, Dec. 2015, pp. 63–67.

[29] J. Kim, T.-T.-H. Le, and H. Kim, “Nonintrusive load monitoring based
on advanced deep learning and novel signature,” Hindawi Comput. Intell.
Neurosci., vol. 2017, Oct. 2017, Art. no. 4216281.

[30] O. Krystalakos, C. Nalmpantis, and D. Vrakas, “Sliding window
approach for online energy disaggregation using artificial neural
networks,” in Proc. 10th Hellenic Conf. Artif. Intell., Patras, Greece,
Jul. 2018, pp. 1–6.

[31] M. Kaselimi, N. Doulamis, A. Voulodimos, E. Protopapadakis, and
A. Doulamis, “Context aware energy disaggregation using adaptive bidi-
rectional LSTM models,” IEEE Trans. Smart Grid, vol. 11, no. 4,
pp. 3054–3067, Jul. 2020.

[32] J. Kelly and W. Knottenbelt, “Neural NILM: Deep neural networks
applied to energy disaggregation,” in Proc. 2nd ACM Int. Conf.
Embedded Syst. Energy-Efficient Built Environ., Seoul, South Korea,
Nov. 2015, pp. 55–64.

[33] R. Bonfigli, A. Felicetti, E. Principi, M. Fagiani, S. Squartini, and
F. Piazza, “Denoising autoencoders for non-intrusive load monitor-
ing: Improvements and comparative evaluation,” Elsevier Energy Build.,
vol. 158, pp. 1461–1474, Jan. 2018.

[34] D. Murray, L. Stankovic, V. Stankovic, S. Lulic, and S. Sladojevic,
“Transferability of neural network approaches for low-rate energy dis-
aggregation,” in Proc. IEEE ICASSP, Brighton, U.K., May 2019,
pp. 8330–8334.

[35] A. M. A. Ahmed, Y. Zhang, and F. Eliassen, “Generative adversarial
networks and transfer learning for non-intrusive load monitoring in smart
grids,” in Proc. IEEE SmartGridComm, Tempe, AZ, USA, Nov. 2020,
pp. 1–7.

[36] Y. Liu, L. Zhong, J. Qiu, J. Lu, and W. Wang, “Unsupervised domain
adaptation for nonintrusive load monitoring via adversarial and joint
adaptation network,” IEEE Trans. Ind. Informat., vol. 18, no. 1,
pp. 266–277, Jan. 2022.

[37] I. J. Goodfellow, “On distinguishability criteria for estimating generative
models,” May 2015, arXiv:1412.6515.

[38] T. Salimans, I. Goodfellow, W. Zaremba, V. Cheung, A. Radford, and
X. Chen, “Improved techniques for training GANs,” in Proc. Adv. Neural
Inf. Process. Syst., vol. 29, Dec. 2016, pp. 2234–2242.

[39] S. Wang, B. Z. Li, M. Khabsa, H. Fang, and H. Ma, “Linformer: Self-
attention with linear complexity,” Jun. 2020, arXiv:2006.04768.

[40] D. Bahdanau, K. Cho, and Y. Bengio, “Neural machine translation by
jointly learning to align and translate,” May 2016, arXiv:1409.0473.

[41] Z. Liu et al., “Swin transformer: Hierarchical vision transformer using
shifted windows,” Aug. 2021, arXiv:2103.14030.

[42] T. Lin, Y. Wang, X. Liu, and X. Qiu, “A survey of transformers,”
Jun. 2011, arXiv:2106.04554.

[43] D. Murray, L. Stankovic, and V. Stankovic, “An electrical load mea-
surements dataset of United Kingdom households from a two-year
longitudinal study,” Sci. Data, vol. 4, no. 1, pp. 1–12, Jan. 2017.

[44] J. Kelly and W. Knottenbelt, “The U.K.-DALE dataset, domestic
appliance-level electricity demand and whole-house demand from five
U.K. homes,” Sci. Data, vol. 2, no. 1, pp. 1–14, Mar. 2015.

[45] D. P. Kingma and J. Ba, “ADAM: A method for stochastic optimization,”
Jan. 2017, arXiv:1412.6980.

Authorized licensed use limited to: Auburn University. Downloaded on February 10,2025 at 17:47:01 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


