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Abstract—Due to the considerable effort and time needed to
collect and label wireless data, there is a compelling need for
data generation to facilitate data augmentation. To ensure the
reliability of the data, the generated data needs to perform well
in common evaluation metrics. However, this process can lead to
the model memorizing some training data, resulting in potential
privacy leaks. One major threat is the membership inference
attack (MIA), which determines whether a specific sample was
used in training the target model. While MIA has been extensively
studied for discriminative models, its impact and defenses for
generative models remain less explored. In this paper, we propose
a hybrid training method for the diffusion model applied to
Wi-Fi data as a defense against MIAs. The approach involves
initially training the model without privacy constraints. After a
specified number of training rounds, differential privacy (DP)
is incorporated for fine-tuning. During this second phase, a co-
optimization process is conducted in parallel to counteract the
effects of the added noise. Experimental results demonstrate that
the hybrid training method effectively defends against state-of-
the-art MIAs for generative models without compromising model
performance or requiring additional training efforts, showing
significant promise for practical applications.

Index Terms—Wi-Fi Data, Diffusion Models, Membership
Inference Attack, Differential Privacy.

I. INTRODUCTION

Recently, wireless sensing has been extensively leveraged
in various Internet of Things (IoT) applications (e.g., activity
recognition, vital sign monitoring, fall detection) because of
its high accessibility [1]. Consequently, the demand for wire-
less data is steadily rising to support the diverse range of
IoT sensing tasks. To meet the different task requirements,
researchers are exploring the use of generative models for
wireless data augmentation. Existing wireless data generation
models primarily rely on variational autoencoders (VAE), gen-
erative adversarial networks (GAN), and diffusion models [2].
These models require substantial training data to achieve
better results. Essentially, these models learn the distribution
within the training data and then generate new wireless data
that follow this distribution. However, these models primarily
focus on expanding feature-level distributions and struggle to
precisely generate raw wireless signals due to their limited
representation capabilities [3]. Among these models, the dif-
fusion model demonstrates superior performance compared
to other generative models in various tasks [4]. Its training
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process is straightforward and avoids typical problems like
mode collapse or convergence issues, as it does not involve
balancing competing parts or require delicate fine-tuning [5].
Although the privacy of generated data has received increasing
attention in the field of computer vision [6]–[9], it has been
largely neglected in the wireless domain.

Membership inference attacks (MIAs) pose a significant
privacy threat by determining whether a specific data sample
was used in training a target model [10]. For instance, if an
individual’s medical record is included in the training of a
disease prediction model, it could violate privacy protocols and
reveal personal information. Although privacy attacks on train-
ing data with generative models are less frequently discussed
compared to those involving discriminative models, they are
gaining increased attention due to their potential threats. For
example, Hayes et al. highlight MIA attacks on generative
models [11]. To address this problem, a privacy-preserving
GAN model is proposed to solve the privacy leakage problem
caused by generated images [12]. In the wireless domain,
similar privacy concerns arise. While wireless data is widely
used for its strong privacy protections, current methods do
not fully address privacy leakage issues, leaving sensitive data
(e.g., health or user information) vulnerable to exposure by
models. Shi et al. discuss the application of MIA to a wireless
signal classifier [13]. This leakage of private information can
be exploited by adversaries, for example, by spoofing signals
that mimic those from authorized users using similar radio
devices and waveforms in comparable spectrum environments.

The defense for MIAs is a crucial aspect of maintain-
ing the privacy and security of machine learning models.
Various methods have been proposed to mitigate the risk
of MIAs [14], [15]. While various defense methods exist
for generative models, including differential privacy (DP),
adversarial regularization, and overfitting minimization [16],
[17], these approaches have primarily focused on GANs. Given
that diffusion models now outperform GANs, ensuring their
privacy has become increasingly important. Moreover, in the
wireless domain, the data structure and properties differ from
those of images, making commonly used methods not directly
applicable to wireless data. Therefore, to study and enhance
the privacy-preserving capabilities of wireless data generated
by diffusion models while maintaining data usability, we face
the following challenges.



Challenges. First, wireless data often uses complex-valued
numbers to represent phase and amplitude, which complicates
data processing with conventional methods. Additionally, the
temporal information in these signals is highly sensitive to
perturbations, making it difficult to maintain the original
physical characteristics after processing. Second, while DP
effectively protects data by adding noise, it can significantly
degrade model performance, especially in the sensitive wire-
less domain. This creates a critical trade-off between privacy
and utility. Third, the challenge is exacerbated in diffusion
models, which have a large number of parameters. Applying
fine-tuning or noise addition across all parameters not only
severely impacts model performance but also greatly increases
training complexity. A more practical approach is needed
to balance privacy protection with model effectiveness and
computational efficiency. These challenges underscore the im-
portance of careful consideration in the effective and secure use
of wireless data across various applications. Thus, addressing
and mitigating the risks of privacy leakage in generative tasks
involving wireless data is crucial for advancing the field and
ensuring both data security and model performance.

Solution. First, to preserve the original physical charac-
teristics after processing, our approach begins by training a
complex-valued diffusion model in the conventional manner
and then using the weights of this trained model as a pre-
trained model. Next, we continue training this base model with
differentially private stochastic gradient descent (DP-SGD),
selectively applying DP-SGD to the attention and embedding
modules of the diffusion model. This approach minimizes
retraining overhead and addresses the initial complexity of
processing wireless data. Finally, we introduce a small neural
network for co-optimization, designed to mitigate the noise
introduced by DP-SGD and perform noise reduction on the
raw data. This step helps to further alleviate the side effects of
adding DP and avoids the need for fine-tuning the entire model.
Our in-depth analysis demonstrates that this hybrid training
approach effectively lowers the upper bound of the area under
the curve (AUC) for the MIA, thereby enhancing privacy
protection while maintaining high-quality data generation.

The main contributions in this paper include:
1) To the best of our knowledge, this is the first work that

harnesses the DP in the diffusion model to defend against
MIA in wireless signals.

2) We also propose a hybrid training method to alleviate the
side effects of DP. This approach is simple yet effective
in reducing the interference caused by noise.

3) We implement the proposed system to generate Wi-Fi
data, improving its resistance to MIA while maintaining
the reliability of the generated data. This reduces the
attack success rate from 97% to 72% for the raw data.

The remainder of this paper is organized as follows. Sec-
tion II reviews related work. Section III presents preliminaries
and motivation. Section IV details our methodology and Sec-
tion V demonstrates our defense method. The experimental
study is in Section VI. Section VII concludes this paper.

II. RELATED WORK

In this section, we review the existing literature and research
related to the MIA defense method in the wireless domain.
We first introduce the state-of-the-art (SOTA) wireless data
generation. Subsequently, the MIA methods are included.
Finally, the defense mechanisms against MIAs are discussed.

A. Wireless Sensing Data Generation

Due to the widespread presence of wireless signals in vari-
ous environments, utilizing wireless data for sensing functions
has become increasingly prevalent [1], [18]. More specifically,
deep learning methods have been used for improving wireless
sensing performance [19]. For example, Zhang et al. pro-
pose deep learning-aided wireless sensing systems for human
detection [20]. However, collecting labeled wireless data is
challenging. It has led to increased exploration of generative
models for wireless data augmentation. For example, Patel
et al. leverage a conditional GAN model to enhance the
performance of wireless modulation classification [21]. In
addition, Rizk et al. utilize generated data to extract features
from the original data, thereby improving the performance of
wireless localization systems [22].

Building on these advancements, diffusion models, partic-
ularly the denoising diffusion probabilistic model (DDPM),
have demonstrated superiority over GANs and VAEs in gen-
erative data techniques [23]. These models utilize a diffusion
process for data generation, which involves two main stages:
forward diffusion and reverse denoising. Recently, these dif-
fusion models have been used in the wireless sensing domain.
For example, RF Genesis employs diffusion models to generate
and fuse wireless data, enhancing the generalization of wireless
sensing and enabling adaptation to new environments [24].
Moreover, Chi et al. apply diffusion models in various wireless
domains, including Wi-Fi sensing, radar monitoring, and wire-
less communications, achieving results that closely resemble
the original data and significantly enhance data quality [25].

Although the aforementioned works focus on generating
more realistic data, they do not address the potential privacy
risks associated with the generated wireless data. Our proposed
hybrid training approach not only generates high-quality data
but also effectively prevents information leakage from the
original data.

B. Membership Inference Attacks

MIA is a privacy attack where an adversary determines if a
specific data point was in the training set, threatening models
trained on private data by revealing included records. It was
first proposed by Shokri et al. [10], targeting discriminative
models. This attack leverages the fact that machine learning
models often behave differently on training data compared to
data they have never seen. The adversary can create shadow
models by training several models on data similar to what
they suspect the target model was trained on. These shadow
models help the adversary understand how models typically



behave on training versus non-training data, and this concept
has been widely adopted in subsequent MIA methods.

With the advent of MIA, attacks against generative models
have also been proposed [11], [26], [27]. In [11] and [27],
new GAN structures were introduced to score target samples
using the discriminator. In [26], membership is determined by
examining how closely synthesized samples cluster around the
target sample. The core idea of most MIAs is that training
samples tend to exhibit a smaller reconstruction loss compared
to unseen samples.

C. Defense against MIAs

Recently, numerous studies have concentrated on developing
defense techniques to protect generative models from MIAs.
DP has proven to be an effective means of preventing MIA
attacks [28]. Current MIA defense methods for GANs focus
on configuring the discriminator [29] and directly tuning the
data [30]. For defending against attacks on diffusion models,
two main methods have emerged: adding DP and fine-tuning
the model. For example, Dockhorn et al. propose differential
private diffusion models (DPDM) [31], while Lyu et al. in-
troduce a framework for differentially private generative mod-
eling by fine-tuning the attention modules and conditioning
embedders using DP-SGD [32].

Unlike previous attacks on generative models that primarily
targeted GANs by exploiting the overfitting of the GAN’s
discriminator, our proposed method focuses on the diffusion
model in the Wi-Fi domain to prevent overfitting to real
training data. Diffusion models have shown superiority in
generating realistic wireless data but pose privacy risks through
MIA. By employing a hybrid training approach and selectively
applying DP-SGD, we ensure high-quality data generation
while effectively mitigating MIA risks, thus maintaining robust
privacy protection and model performance.

III. PRELIMINARIES AND MOTIVATION

In this section, we will introduce the theoretical background
of our approach, incorporating topics such as membership
inference attacks in the wireless domain, differential privacy,
and hybrid training methods.

A. Membership Inference Attack in the Wireless Domain

Membership inference attack leverages deep learning to
infer the presence of training data by comparing the predicted
probability distributions of the outputs to determine if a given
sample is a member of the training set. Let us denote a DNN
classifier as f(x|θ), trained using algorithm A on a dataset
Dtrain = {(x(n), y(n))}Nn=1, where x is the data sample and y is
the class label. Once the training is completed, the parameters
of the classifierf(x|θ∗) will be fixed, which can then be used to
make prediction vector p̂(y|x) on unseen data. MIA is defined
as the ability of an attacker, given an input x and access to
the classifier model, to determine whether x belongs to Dtrain.

While MIA has been extensively studied in different do-
mains like image data, its application in the wireless domain
remains limited. This is primarily due to the less intuitive

nature of wireless data compared to image data and the added
complexity and temporal information inherent in wireless data.
Despite these challenges, recent studies such as [13] have
highlighted the high success rate of MIA on wireless data,
undermining its perceived security.

This paper focuses on a black-box MIA, where the ad-
versary does not know the target classifier. The adversary
cannot directly access the target classifier but can query
it and collect data from its outputs such as corresponding
posterior probabilities. The attack exploits the differences in
the behavior of the classifier on training data versus non-
training data to infer the membership. The shadow model is
trained to approximate the target model f(x|θ). The goal is
to determine if a sample x belongs to the training set Dtrain.
When we have the private dataset and the other dataset, we
can obtain two probability distributions PD(y|x) and PD(y|x),
respectively. The probability distributions are provided by the
inference model m. Then, the gain function for MIA developed
in [33] is given by

G(m) =E(x(n),y(n))∼PD
[logm]

+ E(x(n),y(n))∼PD
[log(1−m)],

(1)

where E[·] is the expectation function. Since the probability
distributions are unknown, we consider an empirical gain on a
data set DA, which is a representative subset of D, and a data
set DA, which is a representative subset of D, respectively.
The empirical gain [33] is defined by

G
DA,DA(m) =

1

|DA|
∑

(x(n),y(n))∈DA

logm

+
1

|DA|

∑
(x(n),y(n))∈DA

log(1−m).
(2)

The objective is to find the optimal inference model m by
maximizing the empirical gain:

max
m

G
DA,DA(m). (3)

If the subset is the same, it means the optimal solution to
the above problem m = 0.5 for all samples. The MIA is not
successful if there is no difference in distributions. Therefore,
we aim to make m̂ ≈ 0.5.

B. Differential Privacy

DP is a rigorous mathematical framework designed to
quantify the privacy guarantees provided when performing
statistical analyses on sensitive data. It has proven to be an
effective means of preventing MIA attacks [28]. Generally,
a training algorithm is said to satisfy DP if, after observing
the output of the algorithm, an adversary cannot confidently
determine whether any data was included in the input to the
algorithm. This privacy guarantee is controlled by two parame-
ters ϵ and δ, which can increase the privacy by decreasing the
two parameters [34]. There is an inherent trade-off between
utility and privacy: models with high privacy guarantees may
have limited practical utility. The definition of DP is as follows:



a mechanism M : D → R with domain D and range R
satisfies (ϵ, δ)-DP if for all possible sets of the mechanism’s
outputs S and all neighboring datasets d, d′ that differ by a
single entry. For any subset of outputs S ⊆ R, it holds that,

Pr[M(d) ∈ S] ≤ eϵ Pr[M(d′) ∈ S] + δ. (4)

The Gaussian mechanism adds noise drawn from a Gaussian
distribution to the output of a function to ensure DP. Given a
function µ : D → Rp, the Gaussian mechanism adds noise n ∼
N (0, σ2∆2

µI), where σ is a function of ϵ and δ, and ∆µ is the
global sensitivity of the function [35]. Adding noise results in
the released function µ(D) being less accurate than its non-DP
counterpart, µ(D). This introduces a trade-off between privacy
and accuracy.

A DP algorithm is leveraged to train a neural network
using sensitive data. The primary method in our work is DP-
SGD [36], which is a modified stochastic gradient descent
algorithm. It clips the gradients to a predefined norm and adds
Gaussian noise to the clipped gradients to ensure privacy. The
parameter update in DP-SGD is defined by

θ ← θ − η

(
1

B

∑
i∈B

clipC(∇θli(θ)) +
C

B
z

)
, (5)

where z ∼ N (0, σ2
DPI), B is a mini-batch of training exam-

ples, η is the learning rate, li is the loss of training sample i,
and clipC(g) = min

(
1, C

∥g∥2

)
g.

IV. METHODOLOGY

A. Problem Statement

To ensure the reliability of the generated data, it needs to
perform well in common evaluation metrics and maintain the
same distribution as the original training data. However, this
similarity increases the risk of private training data leakage,
thereby raising the likelihood of MIA. Consequently, our goal
is to mitigate privacy leakage while maintaining the quality of
the generated data.

In this paper, we protect wireless data by adding noise to
the model, thus introducing the challenge of balancing privacy
protection with generation quality. To preserve the original
physical information of the data, we use DP-SGD to selectively
add noise to specific parameters of the model, which minimizes
the impact on overall model performance and reduces training
complexity. Furthermore, we utilize a joint optimization model
to mitigate the effects of noise. Our proposed hybrid training
method ensures that the generated data remains useful while
significantly reducing the risk of privacy leakage.

B. Hybrid as a MIA Defense

In our hybrid training approach, we can divide the train-
ing process into two distinct parts: non-private and private
steps. First, we train a diffusion model using the original
data without considering privacy leakage issues. The goal of
this initial training step is to enable the model to converge
quickly and capture the essential features of the original data,

thereby generating high-quality synthetic data. Specifically, let
X = {xi}ni=1 represent our original data and θ represent the
model parameters. The training process can be expressed as

θ∗ = argmin
θ
L(X; θ), (6)

where L is the loss function used to measure the difference
between the generated data and the real data. This step focuses
on optimizing the model parameters θ to minimize the loss
function, thereby ensuring that the model learns to generate
data that closely resembles the original dataset.

After the initial training phase, we fine-tune the trained
model by introducing DP. Specifically, we add noise to the
model parameter updates to make the model insensitive to
individual data points. When we update the parameter θ at
the t-th iteration by introducing noise n ∼ N (0, σ2∆2

µI), the
parameter update rule is expressed by

θt+1 = θt − η(∇L(X; θt) + n), (7)

where η is the learning rate. This update rule ensures that the
added noise makes it difficult to determine the presence of any
individual data point, thereby guaranteeing DP.

To further mitigate the impact of noise on model perfor-
mance, we introduce a joint optimization model for training.
Let ϕ represent the parameters of the joint optimization model.
We optimize both θ and ϕ using a joint objective function J ,
which balances the trade-off between data quality and privacy
protection. The optimization process can be expressed as:

(θ∗, ϕ∗) = argmin
θ,ϕ
J (X; θ, ϕ), (8)

where J is the joint optimization loss function that considers
both the generated data quality and the privacy protection
capability of the model. This joint optimization approach
ensures that the model parameters θ and ϕ are fine-tuned to
achieve a balance between generating high-quality data and
maintaining privacy protection.

The above approach can enable the diffusion model to
generate high-quality data while ensuring privacy protection.
By first training the model on the original data to capture
its features and then fine-tuning it with DP mechanisms, we
achieve a robust hybrid training method. This method leverages
the strengths of both non-private and private training phases,
ensuring that the synthetic data generated is of high quality
and the privacy of the original data is preserved, which is
formulated by

L(X; θ) = Ex∼X

[
∥x− fθ(z)∥2

]
, (9)

J (X; θ, ϕ) = L(X; θ) + λR(X;ϕ), (10)

where fθ denotes the model function, z represents the latent
variables, R is the regularization term for privacy, and λ is the
hyperparameter controlling the trade-off between data quality
and privacy protection.
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Fig. 1: A schematic of hybrid training diffusion model.

V. OUR DEFENSE METHOD

A. Pre-training

Our generative model is a complex-valued diffusion model
specifically designed for wireless data [25], with its structure
shown in Fig. 1. During the pre-training process, the input data
is first down-sampled to a uniform size. Then, the original
signal is progressively eliminated as the diffusion step t
increases. The signal xt denotes the input signal x after t steps
of noise addition, eventually converging to a noise distribution:

q(xt|x0) = CN (xt; γtx0, σ̄
2
t I), (11)

where q(xt|x0) is the probability density function of the
transformed signal xt at step t, CN indicates that xt follows a
complex normal distribution. γt and γ̄s denote as the scaling
factor at step t and step s, respectively. The variance σ̄2

t can be
expressed in terms of the parameters of the diffusion process:

σ̄t =

t∑
s=1

(√
1− αs

γ̄t
γ̄s

)
, (12)

where αs is a predefined parameter controlling the noise
schedule, αs ∈ (0, 1) and ϵ ∼ CN (0, I).

As the diffusion step t increases, the original signal is
gradually eliminated, and xt converges to the noise:

lim
T→∞

xT = lim
T→∞

T∑
t=1

(
√
1− αt/γ̄t)ϵ. (13)

The reverse process aims to restore the original data distri-
bution by removing noise. In the reverse restoration process,
to learn a parameterized distribution pθ(x0) that approximates
the original distribution q(x0), we utilize the Kullback-Leibler
(KL) divergence and minimize the loss function [23]:

θ = argmin
θ

DKL(q(xt−1|xt, x0)∥pθ(xt−1|xt)), (14)

where q(xt−1|xt, x0) is the reverse process conditioned on
x0, pθ(xt−1|xt) denotes the reverse process fitted by diffusion
model. Since both q(xt−1|xt, x0) and pθ(xt−1|xt) are Gaus-
sian distributions, the KL divergence between two Gaussian

distributions q = N (y;µq, σ
2
qI) and p = N (y;µp, σ

2
pI) is

given by:

DKL(q∥p) =
1

2

(
σ2
q

σ2
p

+
(µq − µp)

2

σ2
p

− 1 + log
σ2
p

σ2
q

)
. (15)

Assume q(xt−1|xt, x0) ∼ N (xt−1; µ̃t−1, σ̃
2
t−1I) and

pθ(xt−1|xt) ∼ N (xt−1;µθ(xt), σ
2
θI), where µ̃t−1 and σ̃2

t−1

are the mean and variance of the true reverse process, respec-
tively, and µθ(xt) and σ2

θ are the mean and variance of the
parameterized reverse process, respectively.

We aim to minimize DKL(q(xt−1|xt, x0)∥pθ(xt−1|xt)). As-
suming σ̃t−1 = σθ (i.e., the variances are the same and only
the means differ), the KL divergence simplifies to the mean
squared error (MSE) between the means:

DKL(q∥p) ∝
1

2σ2
θ

Eq(x0)[∥µ̃t−1 − µθ(xt)∥2], (16)

where the term 1
2σ2

θ
is a constant for θ, so that minimizing the

KL divergence is equivalent to minimizing the MSE between
the means. Therefore, the parameter optimization is simpli-
fied to minimizing Eq. 16. By following the aforementioned
sequence, we can successfully add noise to the data and
subsequently recover it.

B. Fine-tuning and DP

In the second training phase, DP-SGD is incorporated into
the diffusion model. Given the complexity and size of the
entire diffusion model, it is impractical to apply DP-SGD to
all parameters. Thus, we selectively apply DP-SGD to the
attention module and the embedding module within the model.
By fine-tuning these modules, we can retain the characteristics
of the previously trained data while ensuring DP.

The attention modules are illustrated in Fig. 1. The cross-
attention module is responsible for computing the key (K) and
value (V ) vectors as projections of the conditioning embedded
inputs. This allows the model to attend to different parts of
the input data based on the conditioning information. The
multi-head self-attention component is designed to extract
autocorrelation features from the noisy input, enhancing the
model’s ability to learn complex dependencies within the data.

By focusing on the attention modules and the conditioning
embedder, we ensure that the essential features of the data
are preserved while introducing DP. The DP-SGD mechanism
is applied to the parameters of the attention modules and
embedding modules, denoted as θatt and θembed, respectively.
According to Eq. 7, the parameter of DP-SGD will be updated.
This update rule is specifically applied to the parameters
θatt and θembed, ensuring that the privacy-preserving noise is
introduced effectively.

The schematic diagram in Fig. 1 further clarifies the struc-
ture and functionality of the attention modules. The cross-
attention mechanism allows the model to align and integrate
information from the conditioning inputs, while the multi-
head self-attention mechanism enables the model to capture
intricate patterns within the data. By fine-tuning these modules



with DP-SGD, we achieve a balance between maintaining the
quality of the generated data and protecting the privacy of the
original data.

The introduction of DP-SGD into the attention and embed-
ding modules of the diffusion model ensures that the essential
characteristics of the original data are retained while providing
robust privacy protection. By selectively applying DP-SGD to
these critical components, we effectively manage the trade-
off between data quality and privacy, allowing the model to
generate high-fidelity data with enhanced privacy guarantees.

C. Joint Optimizer

To mitigate the effect of noise introduced by DP, we
introduce a denoising model gϕ(z), where z is the output of the
diffusion model fθ(x). Our goal is to train the denoising model
to minimize the denoising loss. The denoising loss function
measures the error between the output of the denoising model
and the original input. The training objective for the denoising
model is formulated as:

min
ϕ

E(x,y)∼D [L(gϕ(fθ(x)), x)] , (17)

where L denotes the loss function that quantifies the difference
between the denoised output and the original input data x.

To further improve the performance, we introduce a joint
optimization approach that simultaneously optimizes the pa-
rameters of both the diffusion model and the denoising model.
The joint loss function, which is total loss, is designed to
balance the trade-off between the quality of the generated
data and the effectiveness of the denoising process. The joint
optimization objective is given by

min
θ,ϕ

E(x,y)∼D [L(fθ(x), y) + λL(gϕ(fθ(x)), x)] +N (0, σ2),

(18)
where λ is a parameter that balances the loss of the diffusion
model, L(fθ(x), y), with the loss of the denoising model,
L(gϕ(fθ(x)), x). The term N (0, σ2) represents the noise in-
troduced by the DP mechanism, with σ being the standard
deviation of the noise.

In the joint optimization process, the parameters of the diffu-
sion model θ and the denoising model ϕ are alternately updated
to minimize the joint loss. This ensures that the generated
data maintains high fidelity while effectively mitigating the
noise introduced by DP. The alternate updating mechanism
allows for the fine-tuning of both models, achieving an optimal
balance between data quality and privacy protection.

In summary, the introduction of a denoising model, com-
bined with a joint optimization strategy, effectively addresses
the noise introduced by DP. By carefully balancing the loss
functions of both the diffusion and denoising models, we
ensure that the generated data is of high quality while pro-
viding robust privacy protection. This method leverages the
strengths of both models, resulting in enhanced performance
and reliability.

The hybrid training approach is provided in Algorithm 1.
Initially, the diffusion model parameters, denoted as θ, are

Algorithm 1 Hybrid Training Algorithm

Input: Dataset D, learning rate η, noise multiplier σ, gradient
clipping threshold C, fine-tuning hyperparameter λ

Output: x̂(i)

1: Initialize diffusion model parameters θ
2: Pre-train the diffusion model on the original data D until

convergence
3: Obtain the pre-trained diffusion model θpretrained
4: Initialize denoising model parameters ϕ
5: for each fine-tuning iteration do
6: Sample a batch of data {(x(i), y(i))}Ni=1 from D
7: gi = ∇θatt,θembedL(A(x(i); θatt, θembed), y

(i))
8: DP-SGD: g̃ = 1

B

∑
i∈B clipC(∇θli(θ)) +

C
B z

9: θatt, θembed ← θatt, θembed − ηg̃
10: Ldenoising = L(gϕ(fθatt,θembed(x

(i))), x(i))
11: ϕ← ϕ− η∇ϕLdenoising
12: Ldiffusion = L(fθatt,θembed(x

(i)), y(i))
13: Compute the total loss: → Eq.18
14: θ ← θ − η∇θtotal loss

ϕ← ϕ− η∇ϕtotal loss
15: Compute x̂(i): x̂(i) = gϕ(fθatt,θembed(x

(i))
16: end for
17: return x̂(i)

initialized, and the model is pre-trained on the original dataset,
D, until convergence is achieved, resulting in pre-trained
parameters, θpretrained. The denoising model parameters, ϕ, are
then initialized. During each fine-tuning iteration, a mini-batch
of data, (x(i), y(i))

N

i=1, is sampled from the dataset. The algo-
rithm then computes the gradients for the attention and embed-
ding modules for the loss function, L(A(x(i); θatt, θembed), y

(i)),
where θatt and θembed represent the parameters for the atten-
tion and embedding modules, respectively. A is the diffusion
model.

DP-SGD is applied to the computed gradients. The adjusted
gradient, g̃, is obtained by clipping the individual gradients to
a maximum norm C, summing them, and adding Gaussian
noise scaled by C

B , where B is the batch size. The diffusion
model parameters θatt and θembed are then updated using these
adjusted gradients with a learning rate η. Subsequently, the
denoising loss, Ldenoising, is computed based on the output
of the denoising function gϕ applied to the output of the
diffusion model, fθatt,θembed(x

(i)), with respect to the original
input x(i). The denoising model parameters ϕ are updated
using the gradient of this loss.

The diffusion loss, Ldiffusion, is calculated using the diffusion
model output and the corresponding labels y(i). The total
loss is then computed as the sum of the diffusion loss and
a weighted denoising loss, controlled by the hyperparameter
λ. Finally, both the diffusion model parameters θ and the
denoising model parameters ϕ are jointly optimized by up-
dating them with the gradients of the total loss. x̂(i) is the
output of the optimized diffusion model of input data x(i).
This algorithm ensures that the diffusion model is effectively



fine-tuned with the incorporation of DP, while the denoising
model is simultaneously optimized to enhance the overall
model performance.

VI. EXPERIMENT AND EVALUATION

We implement our method and evaluate its performance
through experiments. We use PyTorch 2.3.1 and run them on
NVIDIA A100. The detailed settings are illustrated as follows.

Dataset: We leverage a public dataset from Widar3.0 [37],
which contains 9 gestures of 16 users collected across 75
domains (5 positions × 5 orientations × 3 environments). We
focus on 9 specific gestures and 9 users to analyze overall
performance because the distribution of other users across the
75 domains is not uniform.

Metrics: To evaluate the performance of our method,
we use accuracy (ACC), structural similarity index measure
(SSIM) [38], Frechet inception distance (FID) [39] as the
primary metrics for both gesture recognition and user iden-
tification. ACC measures the confidence in predictions for
each instance. SSIM assesses the similarity between two
images, while FID evaluates the quality of images generated
by generative models by measuring the distance between the
feature distributions of generated and real images. In this paper,
we treat our data as if it were an image, utilizing SSIM and
FID metrics to represent the quality of data generation. Higher
SSIM values and lower FID values indicate that the generated
data is closer to the real data. To demonstrate the effectiveness
of our proposed method in defending against MIA, we also
present the attack success rate of the model. The SSIM and
FID are calculated using the following formulas, respectively.

SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
, (19)

where µx and µy are the mean value of input x and y,
respectively. σ2

x and σ2
y are the variance of the input x and

y, respectively. σxy is the covariance of inputs. C1 and C2 are
two constant values.

FID(r, g) = ||µr − µg||2 + Tr(Σr +Σg − 2(ΣrΣg)
1/2), (20)

where µr and µg are the means of the features from real and
generated data, Σr and Σg are the covariance matrices of real
and generated data, and Tr denotes the trace of the matrix.

To demonstrate the defense capability of this method against
MIA, we use the area under the receiver operating charac-
teristic curve (AUCROC) and attack success rate (ASR) as
evaluation metrics. AUCROC is a performance measurement
for classification problems at various threshold settings, pro-
viding insight into the trade-off between true positive and false
positive rates. ASR is commonly used in security and privacy
contexts to evaluate the effectiveness of attacks on machine
learning models, measuring the proportion of successful at-
tacks out of the total number of attempts. The formulas for
AUCROC and ASR can be expressed as follows:

AUC =

∫ 1

0

TPR(FPR−1(x)) dx, (21)

ASR =
Number of Successful Attacks

Total Number of Attacks
, (22)

AUCROC integrates the true positive rate (TPR) as a func-
tion of the false positive rate (FPR) across different thresholds,
providing a single scalar value that summarizes the overall
performance of the classifier. ASR, on the other hand, provides
a direct measure of the vulnerability of the model to MIA,
highlighting the need for effective defense mechanisms.

A. Overall Performance

TABLE I: Illustrative examples.

Methods Example SSIM FID

Ground Truth N/A N/A

Ours 0.67 6.60

RF-Diffusion [25] 0.89 4.51

RF-Diffusion [25] + DP-SGD 0.38 9.13

CVAE [40] 0.22 11.28

We first evaluate the data quality of the models generated
under different conditions. To express the generation effect of
wireless data more intuitively, we convert the original Wi-Fi
channel state information (CSI) data into a spectrogram after
applying short-time fourier transform (STFT). The generation
quality is quantitatively verified using SSIM and FID. The
results are illustrated in Table I. The diffusion model used in
the experiments is the RF-Diffusion designed in [25].

From Table I, the evaluation results demonstrate that our
proposed hybrid training method generates Wi-Fi signals with
high fidelity, achieving an average structural similarity of 67%
relative to the ground truth and an average FID of 6.60. In
comparison, the original diffusion model achieves an SSIM of
89% and an FID of 4.51, indicating a higher fidelity in the
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generated data. Additionally, we test the effect of adding DP-
SGD directly to the diffusion model for model noise addition.
This results in the worst performance, with an SSIM of 38%
and an FID of 9.13, suggesting that the addition of DP-SGD
negatively impacts the generation quality. We also conduct the
complex variation autoencoder (CVAE) method [40] and find
that its performance cannot compare to the diffusion model.

After generating several Wi-Fi datasets using different dif-
fusion models, we conduct data augmentation experiments
to verify the performance of these wireless datasets. These
experiments included both in-domain and cross-domain clas-
sification tasks. For the in-domain experiments, we implement
classification tasks for both gestures and users. In the cross-
domain experiments, we select one user’s data as the test set
and employ the remaining users’ data as the training set. The
generated data is mixed with the original data in a 1 : 1 ratio.
The classifiers used in the experiments are all based on the
ResNet18 architecture.

For in-domain experiments, the results are shown in Fig. 2.
The evaluation results illustrate that the generated data has im-
proved the performance of the classification tasks. Specifically,
the original data achieves accuracies of 90.5% and 86.6% in
user identification and gesture recognition tasks, respectively.
When mixed with data generated by the original diffusion

model, the recognition accuracy increases to 91.4% and 90.5%,
respectively. Wi-Fi data obtained through our hybrid training
method further improves the experimental accuracy by 0.7%
and 2.6%, respectively. However, when we initially use the
diffusion model with added DP-SGD, the generated data does
not improve model performance.

For cross-domain experiments, the results are shown in
Fig. 3. It is noticed that the generated Wi-Fi data can improve
the performance of cross-domain tasks. The original data
achieves an accuracy of 65.2% in the gesture recognition task.
When mixed with data generated by the original diffusion
model, the recognition accuracy increases to 70.1%. Data
obtained through our hybrid training method further boosts
the experimental accuracy by 3.0%. However, if the diffusion
model with added DP-SGD is used initially, the generated data
still does not improve model performance.

From both the in-domain and cross-domain experiments,
the results demonstrate that our proposed method is effective
for data enhancement and ensures the reliability of the data.
However, when using the diffusion model with the addition
of DP-SGD, training from scratch results in data that is not
effectively augmented. We believe this is because the noise
addition significantly impacts the model, leading to substantial
deviations from the original data, as shown in the generated
results in Table I.

B. Privacy Performance

After testing the quality of the generated data, we conduct
privacy protection experiments to assess the effectiveness of
using the generated data to protect the original data. In this
experiment, we employ a black-box MIA, assuming that the
attacker can only access the target model and obtain its output,
without knowing the data distribution or the internal structure
of the model. The MIA model used in this study is based on
the method described by Salem et al. in [41].

To verify that the original data is used for training, we utilize
the generated data for classification training and then subjected
it to MIA. The results are demonstrated in Table II. These
results indicate that the original unprotected data, without any
added protection, is highly susceptible to attacks, with the
success rate reaching 97%. This highlights the vulnerability
of the raw data to membership inference attacks. When DP-
SGD noise is added to the diffusion model, the attack becomes
ineffective, as indicated by a significantly lower attack success
rate. However, as mentioned earlier, at this point, the data is
also ineffective for data augmentation purposes. This presents
a trade-off between privacy protection and data utility.

Our proposed hybrid training method successfully lowers
the attack success rate to approximately 70%, balancing data
utility with privacy protection. The evaluation results for
different conditions are summarized in Table II, showing that
our method achieves a lower AUCROC and ASR compared to
other methods.



TABLE II: Attack AUCROC and ASR under different condi-
tions.

AUCROC ASR

Raw data 0.99 0.97
Hybrid Training 0.80 0.72
RF-Diffusion 0.93 0.84
Diffusion + DP-SGD 0.52 0.50

C. Impact of Joint Optimizer

To further illustrate the impact of our proposed joint op-
timization approach on the model, we control the variable λ
mentioned in Eq. 18 to explore its effect on data enhancement.
The parameter λ controls the balance between different loss
functions in the joint optimization process. Given that the
weights of the loss functions are not the same, we normalize
the output ranges of the two loss functions to ensure a fair
comparison. This normalization ensures that adjusting the
hyperparameter λ allows the model loss to be appropriately
accounted for in the overall loss function.

The results, presented in Fig. 4 and Fig. 5, confirm our
conjecture that as the weight of the denoising loss function
increases, the model’s output gets closer to the original diffu-
sion model output without additive protection. However, due
to the simple structure of the joint optimization model, the
denoising effect is not able to completely remove the noise.
Consequently, the generated data still retains some level of
noise, which creates a difference from the original signal. This
retained noise is beneficial as it aids in protecting the data
against MIA.

In Fig. 4, we observe that the model’s performance in
terms of data enhancement improves as λ increases. This
indicates that providing more weight to the denoising loss
function allows the model to better approximate the original
data distribution. However, this also means that the protection
offered by the noise addition diminishes, making the data more
vulnerable to MIAs.

Similarly, Fig. 5 illustrates the cross-domain performance
of the model under different values of λ. As λ increases,
the model’s ability to generalize across different domains
improves, but again, the noise reduction makes the data less
effective in defending against MIAs. These results highlight
the trade-off between data fidelity and privacy protection,
emphasizing the importance of carefully selecting λ to balance
these two objectives.

While increasing λ enhances data fidelity, it also reduces the
level of protection against MIAs. The joint optimization model,
despite its simplicity, manages to strike a balance between
denoising and retaining enough noise to protect the data. This
balance is crucial for ensuring that the data remains useful for
augmentation while providing adequate privacy protection.

VII. CONCLUSION

This paper proposes an effective defense approach, hybrid
training, against MIA on generative models for Wi-Fi CSI
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Fig. 5: Impact of joint optimizer on cross-domain experiments.

data. By modifying the training algorithm, hybrid training
leverages the benefits of DP-SGD while mitigating its adverse
effects on the generated data. We experimentally verify the
feasibility of our method. The experimental results illustrate
that our approach maintains data enhancement capabilities
while addressing the privacy leakage problem of the original
data. Our approach achieves an acceptable trade-off between
data utility and privacy protection. Using the same MIA
method, the data has a 97% attack success rate before privacy
protection is added. Our approach successfully reduces the
attack success rate to about 70%. The SSIM and FID are
changed from 0.89 and 4.51 to 0.67 and 6.60, respectively.
In the data enhancement experiment, the data generated by
our method is mixed with the original data, resulting in a
2.6% improvement in recognition accuracy to 89%, which
surpasses the performance achieved with the traditional DP
method. These results confirm that our proposed hybrid train-
ing provides a robust solution to enhance data utility while
effectively protecting against privacy attacks.
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