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A B S T R A C T

The directional neighbor discovery problem, i.e., spatial rendezvous, is a fundamental problem in millimeter wave
(mmWave) wireless networks, where directional transmissions are used to overcome the high attenuation. The
challenge is how to let the transmitter and the receiver beams meet in space under deafness caused by directional
transmission and reception, where no control channel, prior information, and coordination are available. In this
paper, we present a Hunting-based Directional Neighbor Discovery (HDND) scheme for ad hoc mmWave networks,
where a node follows a unique sequence to determine its transmission or reception mode, and continuously ro-
tates its directional beam to scan the neighborhood for other mmWave nodes. Through a rigorous analysis, we
derive the conditions for ensured neighbor discovery, as well as a bound for the worst-case discovery time and the
impact of sidelobes. We validate the analysis with extensive simulations and demonstrate the superior perfor-
mance of the proposed scheme over several baseline schemes.
1. Introduction

The drastically increasing wireless data has triggered huge interest in
5G wireless systems, in which the millimeter wave (mmWave) commu-
nication has been recognized as a key component because the huge
amount of spectrums in the mmWave bands can enable multi-Gigabit
wireless networks and support bandwidth-intensive applications [1–4].
However, many challenges need to be addressed in order to fully harvest
the high potential of mmWave communications. Specifically, mmWave
signals experience considerably higher attenuation than lower fre-
quencies [5]. Furthermore, such signals usually do not easily penetrate or
diffract around obstacles [3]. Consequently, smart antennas and beam-
forming are indispensable for combating the high attenuation and
achieving high data rates [6,7,17]. As a result, although having been
studied in the context of cellular and ad hoc networks, there has been
renewed interest in the design of directional networks [8–11]. A partic-
ular fundamental problem in such networks is how to discover neighbors
under deafness caused by directional transmission and reception, along
with other relevant problems, including the need to bootstrap directional
beam steering in a mmWave network without prior information and
coordination, and to maintain network connectivity when nodes come
g), tzz0031@auburn.edu (T. Zha

0

nd Telecommunications. Publishi
y-nc-nd/4.0/).
and go and as propagation conditions and topology vary over time. Fast
algorithms that do not require centralized control and coordinated op-
erations, yet with guaranteed performance, would be highly appealing.

Neighbor discovery is a fundamental component for distributed,
autonomous wireless networks [26]. The use of directional antennas has
merits, but also causes many challenges. Many existing neighbor dis-
covery schemes assume certain channel models. The mmWave channel is
sparse due to the limited number of dominant propagation paths [5,24,
36]. In Ref. [17], compressed sensing based low-complexity algorithms
are proposed to exploit channel sparsity for adaptively estimating
multipath mmWave channel parameters. In Ref. [18], a method is pro-
posed for estimating the receive-side spatial covariance matrix of a
channel from a sequence of powermeasurements made at random angles.

Directional neighbor discovery is actually a spatial rendezvous problem,
where the directional beams of a pair of nodes need to meet in space (i.e.,
pointing to each other or both viewing a strong reflector), with one node
in the transmission mode and the other in the receiving mode. Existing
neighbor discovery schemes for directional wireless networks exploit
several approaches to overcome the deafness problem, e.g., (i) adopting
the omni-directional transmission/reception [10–14], (ii) using the
synchronized operation [12,13,15], (iii) utilizing a common control
channel [15], and (iv) transmitting at random directions and exploiting
reflected signals [16–19]. In the context of cellular mmWave networks,
the directional neighbor discovery is also called as the initial access
ng), smao@ieee.org (S. Mao), tsr@nyu.edu (T.(T.S. Rappaport).
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problem, i.e., the procedure with which a mobile device establishes an
initial link layer connection to a base station [19–22]. For example, the
authors in Ref. [19] proposed a directional cell discovery procedure,
where base stations periodically transmit synchronization signals at
random directions, and mobile devices scan for such signals to detect a
base station. In Ref. [23], a deterministic approach is proposed with
bounded discovery time in a sector-based directional network by
applying the Chinese Remainder Theorem [25].

1.1. Related work

Existing directional neighbor discovery algorithms can be roughly
classified as follows:

Algorithms using other spectrum bands. In Ref. [15], the authors
present a multi-band directional neighbor discovery scheme, where a
common control channel on the 2.4 GHzWiFi band is assumed to identify
potential neighbors. This is a centralized algorithm for neighbor dis-
covery for the 60 GHz WiFi. Using the 2.4 GHz WiFi channel is helpful,
since all the nodes are within one-hop range in the 2.4 GHz WiFi band,
although they may not be one-hop neighbors in the 60 GHz WiFi band.

Algorithms using omni-directional communications. In Ref. [13],
a synchronized, slotted time scheme is proposed, which utilizes a direc-
tional antenna at the transmitter to enhance the gain, and an
omni-directional antenna at the receiver to increase the reception prob-
ability. This approach is also used in Ref. [31] for neighbor discovery in
the 60 GHz Wireless Personal Area Networks (WPAN), where an
Angle-of-Arrival (AOA) based algorithm is developed to locate the
transmitter. In Ref. [12], a synchronized, slotted time algorithm is pre-
sented, which incorporates an antenna without beamforming (N–BF),
Transmitter Beamforming only (T-BF), and Transmitter and Receiver
Beamforming (TR-BF) at different stages of neighbor discovery with a
purely randomized scheme. In Ref. [32], the authors present the Talk
More Listen Less (TMLL) design principle to reduce idle-listening in
neighbor discovery, which is more suitable for wireless sensor networks,
where energy consumption is a major concern and transmissions are
broadcast-based. In these works, omni-directional communications help
to mitigate the deafness problem.

Algorithms with Synchronized Operation. Many schemes require
synchronized, slotted time operation [12,13,15,31]. Some other schemes
make stronger assumptions on synchronized operation [33,34], e.g., (i)
all transmitters face a certain direction, (ii) all receivers face the opposite
direction simultaneously, and (iii) all nodes sweep at the same angular
speed. Such strongly synchronized operations may lead to more colli-
sions. In Ref. [33], a three-way handshake and a random response
scheme are proposed to reduce the collision probability. In Ref. [34], a
token-based algorithm is developed to ensure that only one node trans-
mits beacon signals at a time.

Randomized Asynchronous Algorithms. Randomized, asynchronous
schemes have been developed in Refs. [13,18,19,35]. It has been shown
that asynchronous algorithms require at least twice as much time than a
synchronized algorithm for a K-clique network [13]. Moreover, the per-
formance of an asynchronous algorithm is usually worse than that of a
synchronized algorithm in general one-way handshake networks [35].

Deterministic Algorithms. In Ref. [34], the neighbor discovery
process is sequentially conducted by the nodes (i.e., as a serialized pro-
cess), and the scheme discovers all sector-to-sector links between nodes
with a systematic approach. In Ref. [23], all pairs of sectors of the
directional antennas are examined under the guidance of the Chinese
Remainder Theorem. The proposed oblivious neighbor discovery proto-
col is proved to achieve guaranteed neighbor discovery with the bounded
time under the assumption of ideal beacons (i.e., it takes zero time to
transmit and receive).

1.2. Contributions and organization

In this paper, we consider an mmWave ad hoc network deployed in a
2

2D area and develop an effective scheme for neighboring nodes (or,
users) to discover each other. Since neighbor discovery is the first step to
start a self-configuring wireless network, it may not be easy to acquire
prior information for centralized coordination, synchronization, or
acquiring a common control channel. On the other hand, letting the
receiver work in the omnidirectional mode (at a lower rate) can help to
mitigate the blindness problem. However, the omnidirectional receiver
may receive beacons from multiple neighbors simultaneously and thus at
smaller SNR per received signal, leading to interference (i.e., more col-
lisions) and requiring more processing to decode the different beacon
signals in a dense network. Unlike prior approaches, here we develop an
effective directional neighbor discovery scheme without using omnidi-
rectional transmissions, without needing a common control channel, and
without needing time synchronization and synchronized operation, yet
with guaranteed neighbor discovery performance. In other words, we are
interested in “blind” neighbor discovery with only directional antennas
(also termed “oblivious neighbor discovery” in Ref. [23]). As shown
below, this approach offers promise for mobile or fixed mmWave net-
works that seek to maximize SNR through narrow-beam antenna
implementation whenever possible.

In our proposed scheme, a node continuously rotates its directional
beam in the either clockwise or counterclockwise direction to scan its
neighborhood to discover neighbors in a quasi-static mmWave network.
While this work is focused on 2D, it should be clear that the method
described here could be extended to 3D neighbor discovery by incorpo-
rating a suitable 3D channel model [24], for use in networks involving
users that have a wide variation in relative elevation, such as drones, or
for mobile networks for users in high rise buildings. With the proposed
scheme, each node operates in either the transmission mode or the
reception mode. In the transmission mode, the node sends out a beacon
signal, stops and starts to listen for acknowledgments (ACK) from
neighbors. The node in the transmission mode repeats the beacon-listen
pattern to sweep the neighborhood. In the reception mode, the node
keeps listening for beacon signals. If a beacon sign is received, it responds
with an ACK immediately on the same channel to the direction where the
beacon signal was received. Once a beacon-ACK handshake is completed,
the two nodes find each other.

We call this approach Hunting-based Directional Neighbor Discovery
(HDND) since each node continuously scans its neighborhood to “hunt”
for neighbors during the neighbor discovery period. Considering a pair of
neighboring nodes, the node with a faster angular velocity for rotating its
antenna beam will chase and catch up with the antenna beam of the
slower node in a finite time. Following the notation in Ref. [26], this is a
“deterministic” approach, as opposed to random (or, probabilistic)
schemes that point to random directions to find neighbors.

Specifically, with the proposed scheme, each node generates its
pseudo-slot sequence consisting of its ID in the binary form: a sequence of
0 bits and a sequence of 1 bits. Each bit in the pseudo-slot sequence
corresponds to a pseudo-slot of time. In each pseudo-slot, each node
determines its state by the corresponding sequence bit value: trans-
mission mode if the bit is a 0 and reception mode if the bit is a 1. A
transmitter scans its neighborhood by rotating its beam with angle ve-
locity ωT . During the scanning process, the transmitter sends a beacon
signal and then starts to listen for ACKs. It repeats the beacon-listen
operation until an ACK is received (i.e., a neighbor is discovered). A
receiver also rotates its beam with angle velocity ωR while continuously
listening for beacons. If a beacon is received, the receiver will reply
immediately with an ACK. If the ACK is successfully received by the
transmitter node, a successful handshake is completed, and the pair of
nodes discover each other.

In this paper, we first consider the basic case of a single pair of nodes,
one is in the transmission mode and the other is in the reception mode.
We derive the condition for the transmitter and receiver beams to meet in
the 2D space, the distribution of the overlap angle of the two beams, as
well as the condition for a successful beacon-ACK handshake (which
indicates a successful neighbor discovery). The analysis also sheds useful



Fig. 1. Example of the transmission and reception modes. The time slot in the
figure has a duration of a beacon signal duration τB (plus certain guard time for
propagation delay). The first beacon signal is not received since the two beams
are not pointing to each other. The second beacon signal is received, and the
receiver responds with an ACK message, which completes the neighbor dis-
covery procedure.
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insights on how to set the protocol parameters to ensure a successful
neighbor discovery. We then study the case of a distributed ad hoc
network in which the nodes are randomly placed in either transmission
or reception modes. We adopt the special sequence design presented in
prior work [23,27] to coordinate the transmission/reception mode of
each node without centralized control. We show that when combined
with the basic case design of a single transmitter-receiver pair, the pro-
posed scheme can ensure neighbor discovery in a bounded time. We
derive the process of ensured discovery, as well as the bound of the
worst-case discovery time, and validate our analysis with extensive
simulations. We also provide an analysis of the impact of sidelobes on the
neighbor discovery performance. Compared with two baseline schemes,
the proposed algorithm can achieve a considerable reduction in neighbor
discovery time as well as improved network throughput.

The remainder of this paper is organized as follows. Section 2 presents
the systemmodel and assumptions. Section 3 discusses the basic case of a
transmitter-receiver pair. The proposed scheme for a distributed
mmWave ad hoc network is presented in Section 4. We will then analyze
the impact of sidelobes on the neighbor discovery performance in Section
5. Section 6 presents our performance research. Section 7 concludes this
paper and discusses the future work.

2. System model and assumptions

We consider an ad hoc mmWave-based network, in which a set of
nodes are deployed randomly in a region. We first present the system
model and our basic assumptions below.

Unique ID: Each node is assigned a unique ID before it joins the
network. Note there is no need to know other nodes’ IDs for neighbor
discovery.

Steerable Smart Antenna: Each node is equipped with a smart an-
tenna [6], which can continuously steer its beam towards a desired di-
rection [7,17].

Beamwidth: The beamwidth of a transmitter, denoted as θT , and that
of a receiver, denoted as θR, are constants during the neighbor discovery
process, with 0 < θT < 2π and 0 < θR < 2π.

Antenna Pattern: The antenna pattern for all transceivers is direc-
tional (i.e., directional transmitters and directional receivers). The quasi-
omnidirectional pattern is not considered since it is inefficient from a link
SNR perspective, and not suitable for reliable mmWave networks [2,29].
The pattern of a directional antenna usually consists of onemain lobe and
several sidelobes. To simplify the model, we first ignore the sidelobes and
assume that the antenna has an ideal gain, as in the previous works [30].1

We will then consider the case of sidelobes in Section 5. Let φ be the
pointing angle, which may be within the range of deviation from the
center (i.e., the boresight) of the beam. The antenna gain can be modeled
as

gðφÞ¼
�
GðθÞ; jφj < θ=2
0; otherwise;

(1)

where GðθÞis the antenna gain as a function of the antenna beamwidth θ.
Communication Modes: We assume the general case of half-duplex

communications. Once turned on, each node operates in one of two
modes, i.e., the transmission mode or the reception mode. In the trans-
mission mode, a node first sends a short discovery beacon signal and then
listens for a short period of time for ACK from a discovered neighbor (if
any). It rotates its beam and repeats the beacon-listening operation while
scanning its adjacent areas. In the reception mode, the node continuously
listens to the channel while rotating its beam. If a beacon signal is
1 Sidelobes may be helpful to neighbor discovery, but may also cause more
collisions of beacons and ACKs. Attenuated sidelobes will generally be weaker
than the main beam. The receiver can keep track of relative signal levels to
determine the best beam.
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received, it will immediately return an ACK message in the direction of
receiving the beacon signal. If the overlapping part of the two beams is
sufficiently wide, then the ACK will be received, and a successful
neighbor discovery is achieved. An example of the communicationmodes
is given in Fig. 1.

Steering Model: Each node can continuously rotate its beam at a
constant angular velocity ωT in the transmission mode and at a different
constant angular velocity ωR in the reception mode, under constraint that
ωT 6¼ ωR.2 The same beamwidth, i.e., θT and θR, and the same antenna
gain, i.e., GðθTÞ and GðθRÞ, are maintained for all the transmitters and
receivers, respectively. The angular velocities should satisfy the
following constraint:

ωR

ωT
¼ p
q
; s:t: p; q2Zþ; p 6¼ q; and gcdðp; qÞ¼ 1; (2)

where p and q are different, co-prime, positive integers, and gcdð �; �Þ
returns the greatest common divisor. If the condition is not satisfied, e.g.,
ωR ¼ ωT , the two nodes may never find each other.

Discovery Beacon Signal: Each node in the transmission mode
continuously sends discovery beacon signals, which carries the trans-
mitter’s Unique ID. The transmission time of a discovery beacon signal,
termed as the beacon duration, is a short, constant duration denoted by τB.
Without losing generality, we assume that the ACK message has a similar
format to the beacon signal, which carries the Unique ID of the node in
the reception mode, and the transmission time for an ACK is also τB.

Successful Neighbor Discovery A successful neighbor discovery for
a pair of nodes i and j is achieved if node i receives the ID of node j in a
beacon signal, and then node i responds with an ACKmessage that carries
its ID and is received by node j, or vice versa.

3. Neighbor discovery for a single transmitter-receiver pair

For the sake of explanation, we first study the basic situation of a pair
of mmWave nodes, one operating in the transmission mode and the other
in the reception mode. The findings in this section will then be leveraged
to address the case of an mmWave ad hoc network in Section 4.

3.1. Conditions for space rendezvous

With the model described in Section 2, a simple approach is to have
the transmitter and receiver point their beams in random directions.
They will discover each other if their beams happen to meet in space (i.e.,
spatial rendezvous with partial overlap of the pair of beams). However,
such a random approach usually leads to a non-negligible probability of
missed detection [16]. To mitigate the worst-case performance of
2 All the nodes in the transmission mode use the same ωTand all the nodes in
the reception mode use the same ωR. This is pre-configured in the protocol
implementation, and of course could be varied as a function of application or
node or channel variations.



Fig. 2. Relative beam directions of the transmitter and receiver during the neighbor discovery process, in which each beam rotates in a given direction (i.e., clockwise
or counterclockwise) at a constant angular velocity (i.e., ωT or ωR). The beam positions of the transmitter and receiver at specific time instances (e.g., t0; t1;…) are
illustrated as a blank sector and a gray-colored sector, respectively. Note that the time instances are not necessarily evenly spaced. For example, from t1 to t2, the
transmitter rotates 60� in the counterclockwise direction, while the receiver rotates 80� in the clockwise direction; from t2 to t3, the transmitter rotates 300� in the
counterclockwise direction while the receiver rotates 400� in the clockwise direction. The ratio is ωT=ωr ¼ 60=80 ¼ 300=400 ¼ 3=4.
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probabilistic approaches, a deterministic algorithm is considered in this
paper.

As described in Section 2, each node randomly picks a direction (i.e.,
clockwise or counterclockwise) to rotate its beam at a fixed angular ve-
locity (i.e., ωT or ωR, respectively). During the rotation process, the node
in the transmission mode repeats the operations of sending a beacon
signal and then listens for ACKs, while the node in the reception mode
continuously listens for beacon signals until they meet in space and
complete a beacon-ACK handshake. We have the following theorem for
the two beams to meet in space.

Theorem 1. Consider the transmitter-receiver pair case: the receiver has
beamwidth θR and angular speed ωR, and the transmitter has beamwidth θT
and angular velocity ωT . The angular velocities satisfy constraint (2). The
receiver is guaranteed to receive a beacon signal from the transmitter within p
rounds (when the transmitter will rotate for q rounds), if and only if the
following constraint is satisfied, regardless of the starting positions and rotating
directions of the two beams.

pθT þ qθR > 2π: (3)

Proof. Let us begin with a simple example of p ¼ 4, q ¼ 3, and θT ¼
θR ¼ π=3. It can be verified that conditions (2) and (3) are satisfied.
Without losing generality, the receiver (R) rotates clockwisely and the
transmitter (T) rotates counterclockwisely, as shown in Fig. 2. Let ti’s be
the specific time instances during the scanning process. The initial po-
sitions of the transmitter/receiver beams at t0 are shown in Fig. 2. The
transmitter beam is marked as a solid-lined sector, and the receiver beam
is marked in a shade of gray.

The two nodes can communicate with each other when their beams
meet in space, more specifically, when the transmitter’s signal travels
Fig. 3. Three cases for the receiver beam to overlap with the striped sectors. This is
q ¼ 3 rounds.

4

along the line connecting them, TR (i.e., Line of Centers (LoC)), and the
reception beam covers the LoC at the same time, as the case at time t3 in
Fig. 2.

In Fig. 2, snapshots of the transmitter/receiver antenna beams at
different time instances are shown to explain the “hunting” process.
Specifically, t1 and t2 are the time instances that the transmitter beam
starts to reach and leave the LoC during the first round of rotation,
respectively. From time t1 to time t2, the receiver radius RS rotates to a
new position RS’. The area it sweeps through during this period is
marked as a striped sector at time t2 in Fig. 2. After the transmitter beam
rotates for q ¼ 3 rounds, and while the receiver beam rotates for p ¼ 4
rounds, there will be three such striped sectors, as shown at time t6 in
Fig. 2.

The striped sectors are generated when the transmitter beam sweeps
through the LoC. It can be seen that t2 � t1 ¼ θT=ωT and thus the central
angle of a striped sector is ωR � θT=ωT ¼ θT � p=q ¼ 4π=9. Therefore, after
the transmitter beam rotates for q ¼ 3 rounds, there will be 3 such striped
sectors, each with central angle 4π=9. Since the transmitter beam rotates
at a constant speed, the striped sectors are evenly distributed in the
receiver disk, separated by 3 blank sectors, each with central angle 2π=9
(see time t6 in Fig. 2).

This simple example can be easily generalized. In the general case,
after the transmitter beam rotates for exactly q rounds, there will be q
striped sectors and zero or q blank sectors. Each time the transmitter
beam sweeps through the LoC, the duration is θT=ωT and the central
angle of each striped sector is ωR � θT=ωT ¼ θT � p=q. The central angle for
each blank sector is ð2π�pθTÞ=q when pθT < 2π; otherwise, If pθT � 2π,
the entire receiver disk will be covered in stripes.

Therefore, it can be guaranteed that the receiver will receive part of
the beacon after rotating for p rounds if and only if the receiver beam (the
the result for the example shown in Fig. 2, after the transmitter beam rotates for
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gray-colored sector) overlaps with any striped sectors. When there are
blank sectors, this situation means the central angle of a blank sector
should be smaller than that of the receiver beam (i.e., the receiver beam
is not completely covered in a blank sector area). This fact translates to
the following condition:

2π � pθT
q

< θR ⇒ pθT þ qθR > 2π: (4)

when there are no blank sectors (i.e., when pθT � 2π), the receiver beam
will fall completely within the striped area (i.e., the entire disk). We have
pθT þ qθR > pθT � 2π. Combining these two conditions, we have (3).
3.2. Conditions for a successful discovery

Theorem 1 provides the condition that the transmitter and receiver
beams meet in space. However, for a successful neighbor discovery, the
overlapping angle of the two beams should be sufficiently large for the
beacon-ACK handshake to complete. Define Θm as the maximum angle of
the overlap of the transmitter and receiver beams. In this section, we
provide an analysis of Θm to derive its distribution. The analysis also
provides the condition for a successful neighbor discovery.

Without losing generality, we assume pθT > qθR in this section (the
analysis for the case of pθT < qθR is similar). As shown in the example in
Fig. 2, the positions of the striped areas at time t6 depends only on the
initial position of the transmitter beam. Then, as shown in Fig. 3, if the
condition in Theorem 1 is met, there are three possible cases for the
transmitter and receiver beams to meet in space:

1. The receiver beam is fully covered in a striped sector (as in Fig. 3(i)),
due to the assumption θR < θT � p=q;

2. The receiver beam partially overlaps with one striped sector (as in
Fig. 3(ii));

3. The receiver beam partially overlaps with two striped sectors (as in
Fig. 3(iii)), since θR > ð2π � pθTÞ=q(see Theorem 1).

In Case 1, we have Θm ¼ θR and this happens with the probability
ðpθT =q � θRÞ=ð2π =qÞ ¼ ðpθT � qθRÞ=ð2πÞ.

In Case 2, part of the receiver beam is covered by a striped area and
the other part is covered by a blank area with a central angle of ð2π �
pθTÞ=q. We have ΘmeU½ðpθT þ qθR � 2πÞ =q; θR�, i.e., Θm is uniformly
distributed. This happens with the probability 2� pθT= π.

In Case 3, the receiver beam overlaps with two striped sectors; the
blank area between the two striped areas is completely covered by the
receiver beam. We pick the larger one of the two overlapping areas for
Θm, which is also uniformly distributed as U½ðpθT þ qθR � 2πÞ =ð2qÞ;
ðpθT þ qθR � 2πÞ =q�. This case happens with the probability ðpθT þ qθRÞ
=ð2πÞ� 1.

Therefore, Θm has the following distribution.

Θme

8>>>>>>><
>>>>>>>:

θR; w:p:
pθT � qθR

2π

U
�
pθT þ qθR � 2π

q
; θR

�
; w:p: 2� pθT

π

U
�
pθT þ qθR � 2π

2q
;
pθT þ qθR � 2π

q

�
; w:p:

pθT þ qθR
2π

� 1:

The Probability Density Function (PDF) of Θm is

f ðθmÞ¼

8>>>>>>><
>>>>>>>:

pθT � qθR
2π

� δðθm � θRÞ; if θm ¼ θR

q
π
; if

pθT þ qθR � 2π
q

< θm < θR

q
π
; if

pθT þ qθR � 2π
2q

� θm � pθT þ qθR � 2π
q

:

5

¼

8>><
>>:

pθT � qθR
2π

� δðθm � θRÞ; if θm ¼ θR

q
π
; if

pθT þ qθR � 2π
2q

� θm < θR;

(5)

where θm is the value that r.v. Θm takes, and δð �Þ is the Dirac delta
function. The complementary cumulative density function (Comple-
mentary CDF) of Θm is

FðθmÞ¼

8>>>>>><
>>>>>>:

0; if θm > θR

pθT þ qθR � 2qθm
2π

; if
pθT þ qθR � 2π

2q
� θm � θR

1; if θm <
pθT þ qθR � 2π

2q
:

Define τ ¼ 2τB as the handshake time, i.e., the minimum time required
for a successful beacon-ACK handshake. Also let D denote a successful
neighbor discovery event. Let r.v. T denote the duration when the two
beams overlap, and the probability for a successful handshake can be
derived as

PτðDjT ¼ tÞ¼
8<
:

0; t � τ
t=τ � 1; τ < t < 2τ

1; t � 2τ:
(6)

We define threshold θth ¼ τωR ¼ 2τBωR, then the successful hand-
shake probability can be written as

Pθth ðDjΘm ¼ θmÞ¼
8<
:

0; θm � θth
θm=θth � 1; θth < θm < 2θth

1; θm � 2θth:
(7)

Theorem 2. Consider the transmitter-receiver pair case. Assuming pθT þ
qθR > 2π and pθT > qθR, then for θth ¼ τωR, the probability for a successful
handshake after the transmitter beam rotates for q rounds has the following
distribution.

Pθth ðDÞ¼

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

0; if θth > θR

qθ2th � qθRθth þ pθTθR � pθTθth
2πθth

;

if
θR
2

< θth � θR

pθT þ qθR � 3qθth
2π

;

if
pθT þ qθR � 2π

2q
< θth � θR

2

pθT þ qθR � π � 2qθth
2π

� ðpθT þ qθR � 2πÞ2
8qθthπ

;

if
pθT þ qθR � 2π

4q
< θth � pθT þ qθR � 2π

2q

1; if θth � pθT þ qθR � 2π
4q

:

(8)

Proof. From (7), we have the probability of a successful handshake
conditioned on Θm. Combining with the distribution of Θm given in (5),
the probability of having a successful handshake can be derived as

Pθth ðDÞ¼
Z ∞

0
Pθth ðDjΘm ¼ θmÞf ðθmÞdθm ¼

Z θR

pθTþqθR�2π
2q

Pθth ðDjΘm ¼ θmÞqπdθmþ

1
2π

ðpθT �qθRÞPθth ðDjθRÞ:
(9)

The second term in (9) is the integral of the Delta function in (5).



Fig. 4. Cumulative discovery probability versus different p and q values.

Fig. 5. Cumulative discovery probability versus different θth values.

Table 1
Simulation parameters.

Parameter Value

Network area 20 m � 20 m
Transmission range 2.5/5.0/7.5/10.0/12.5 m
Number of nodes 10, 20, 30, 40
Directional beamwidth 30∘

Control package length 1074 bytes
Data package length 10 Mbytes
Control data rate 27.5 Mbps
(mmWave band)
Data transmission rate 2503 Mbps
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Substituting (7) into (9), then we have (8).
Theorem 2 indicates that the following corollary holds true, which

follows directly from (8).

Corollary 2.1. If the chosen parameters satisfy

pθT þ qθR � 2π
4qωR

> τ; (10)

a successful discovery will be guaranteed within q rounds of the trans-
mitter beam rotation.

Corollary 2.2. A successful discovery will be guaranteed within a time in-
terval of 2π=ω0, where ω0 ¼ ωT=q ¼ ωR=p.

Proof. Following Corollary 2.1, the neighbor discovery will be guar-
anteed within q rounds of transmitter’s rotation while each round takes
time 2π=ωT . Thus, the total time for q rounds is 2π

ωT
� q ¼ 2π

ω0

If the equality in (10) holds, then we have ω0 ¼ ðpθT þ qθR � 2πÞ=
ð4qpτÞ. For fixed θR, θT , and τ, we have ∂ω0

∂q ¼ 2π�pθT
4pq2τ . As the proof of

Theorem 1 shows, if pθT � 2π, the entire receiver disk will be covered in
6

stripes. This is a an ordinary case that neighbor discovery will always be
successful. If pθT < 2π, this is the more critical case shown in Fig. 3. Then,
we have ∂ω0

∂q > 0, i.e.,ω0 increases with q. This can be also shown for p due

to the symmetry of p and q. According to Corollary 2.2, the neighbor
discover time decreases with p and q. Therefore, it is desirable to choose
smaller values of p and qwhile satisfying the conditions in Theorem 1 and
Corollary 2.1.

3.3. Simulation validation

In Figs. 4 and 5, we give simulation results of the transmitter-receiver
pair case to validate Theorems 1 and 2. We set both θT and θR to 30∘. Both
beacon signals and ACK messages are 1074 bits, and the control channel
data rate is 27.5 Mbps (as in Table 1). We then examine the impact of the
rotation parameters p and q, and the threshold θth. The results are ob-
tained from 100;000 simulations with different random seeds.

We find that the simulation results closely match the analysis sum-
marized in the two theorems. Therefore, we omit the analysis curves in
both figures for clarity. In Fig. 4, we plot the CDF of neighbor discovery
assuming θth ¼ 2∘ to validate Theorem 1. It can be seen that if p and q are
small, there is no guarantee of successful discovery over a certain amount
of time since Condition (3) is not satisfied (e.g., when p ¼ 5 and q ¼ 4,
and when p ¼ 6 and q ¼ 5, the curves do not hit 100%). When p ¼ 7 and
q ¼ 6, although Condition (3) is satisfied, the overlap of the two beams
(i.e., Θm) is still too small to guarantee a successful handshake. When p
and q are sufficiently large, the CDF curves will reach 100%, as in the
cases when p ¼ 11 and q ¼ 10, and when p ¼ 16 and q ¼ 15. Also, it can
be seen that for p ¼ 11; q ¼ 10 and p ¼ 16;q ¼ 15, the neighbor can be
discovered with the probability 1, while the worst case neighbor dis-
covery time is 0.153s and 0.223s, respectively.

In Fig. 5, we set p ¼ 8 and q ¼ 7, which satisfies (3). According to
Theorem 2, if θth is larger than ðpθT þ qθR � 2πÞ=ð4qÞ(which is 3:2143∘

in this case), the maximum probability of discovery should be smaller
than 1. That is, the successful neighbor discovery may not be guaranteed.
For example, we may see the cases when θth ¼ 4∘ and when θth ¼ 5∘ in
Fig. 5, where neighbor discovery may not be guaranteed since the con-
dition in Theorem 2 is violated. In conclusion, the system parameters θR,
θT , p, q, ωR, and ωT must be carefully chosen according to Theorems 1
and 2 to guarantee 100% neighbor discovery performance.

4. Hunting-based directional neighbor discovery

Now, we consider the neighbor discovery problem in a distributed ad
hoc mmWave network with multiple nodes. The key is to make one of the
two autonomous neighbors operate in the transmission mode, and the
other in the reception mode. We show that this can be achieved with a
specific sequence as presented in previous works [23,27]. Another issue



Fig. 6. Example of sequences for mode matching: α ¼ 101010, β ¼ 010001,
l1 ¼ 4, and l2 ¼ 3.

Fig. 7. Find two pseudo-slots with different bits when the pseudo-slots of the
two nodes are not exactly aligned (the cyclic rotation delay of node 2’s sequence
is 9, denoted as Node 2ð9Þ).
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is the asynchronized operations of the nodes. Additional discovery time is
required when the operations are not synchronized. We then derive the
worst-case bound for neighbor discovery time and present the general
neighbor discovery algorithm.

4.1. Mode matching

Define a pseudo-slot as an interval with duration 2πq= ωT (or, 2πp= ωR,
which is the same due to (2)). That is, the transmitter beam can rotate q
rounds, and the receiver beam can rotate p rounds during a pseudo-slot. If
a pseudo-slot is marked with a “1,” the corresponding node operates in
the transmission mode; if the pseudo-slot is marked with a “0,” the cor-
responding node operates in the reception mode (see the definitions of the
transmission and reception modes in Section 2). Then, we can assign a
sequence of 0’s and 1’s to each node to control the node’s operation
mode during the neighbor discovery process without a centralized con-
trol. If we can guarantee that one node’s “1” pseudo-slot meets the other
node’s “0” pseudo-slot at least once before the sequence runs out, then
these two nodes are guaranteed to find each other if the parameters are
set according to Theorem 2.

In Refs.[23, 27], a specific control sequence is used to ensure that
pseudo-slots of different states meet in time for two neighboring nodes.
The sequence consists of the node’s unique ID, followed by an l1-bit
segment of 0’s and an l2-bit segment of 1’s. As in the example in Fig. 6,
node 1 has ID α ¼ 101010 with the length l0 ¼ 6, and node 2 has ID β ¼
010001 with the same length. Then, the sequences for the two nodes are
1010100000111 and 0100010000111, respectively. The length of both
sequences is L ¼ l0 þ l1 þ l2 ¼ 6þ 4þ 3 ¼ 13. In Refs. [23,27], the
authors prove that such two sequences can guarantee that the two nodes
can operate in different modes in at least one-bit duration under all
possible cyclic rotations within L continuous positions.

Consider different ways of relative cyclic rotations in general while
the pseudo-slots of the two nodes are aligned. Using the node 1 sequence
as a reference, the node 2 sequence can have a cyclic rotation delay k, and
k 2 ½0;L � 1�. As illustrated in Fig. 6, there are five cases for the relative
cyclic rotation delay k.

	 Case 1: k ¼ 0. The two sequences are exactly aligned (i.e., α is exactly
aligned with β). Since both α and β are unique IDs, there will be at
least one-bit location in the first l0-bit segment that the two sequences
have difference values.
7

	 Case 2: k 2 ½1;l2�. The last bit of the 0-segment in the node 2 sequence
is aligned with a bit in the 1-segment in the node 1 sequence. So at
least at this bit position, the node 1 bit is “1” and the node 2 bit is “0.”

	 Case 3: k 2 ½l2 þ 1; l1 þ l2 � 1�. The first bit of the 0-segment in the
node 2 sequence is aligned with a bit in the 1-segment of the node 1
sequence. So at least at this bit position, the node 1 bit is “1” and the
node 2 bit is “0.”

	 Case 4: k 2 ½l0 þ 1; l þ l1 � 1�. The last bit of the 1-segment in the
node 2 sequence is aligned with a bit in the 0-segment in the node 1
sequence. So at least at this bit position, the node 1 bit is “0” and the
node 2 bit is “1.”

	 Case 5: k 2 ½l0 þ l1; l þ l1 þ l2 � 1�. The first bit of the 1-segment in
the node 2 sequence is aligned with a bit in the 0-segment in the node
1 sequence. So at least at this bit position, the node 1 bit is “0” and the
node 2 bit is “1.”

Therefore, the following fact is ensured according to Refs. [23,27].
Fact 1. Using the two sequences, each consists of the node’s unique ID, an

l1-bit segment of all 0’s and an l2-bit segment of 1’s guarantee that there is at
least one pseudo-slot within which the two nodes are in different operation
modes during a total period of L pseudo-slots, under the condition that l1 þ
l2 � l0 [23,27].

We next consider the more general scenario where the pseudo-slots of
the two nodes are not aligned (i.e., no time and slot synchronization). Let
the relative cyclic rotation of node 2 sequence be between r and rþ 1,
i.e., r slots plus a random drift, which is shorter than a pseudo-slot. Then,
each pseudo-slot of node 1 will overlap at least half of that of node 2. For
example, in Fig. 7, the relative cyclic rotation of the node 2 sequence is 9
pseudo-slots (denoted as Node 2ð9Þ). If the drift is less than 0.5 pseudo-
slot, the node 1 sequence has a different bit value from that of node
2ð9Þ at the first slot, which is greater than half pseudo-slot long. Other-
wise, the node 1 sequence has a bit value different from that of node 2ð9Þ

at the fifth slot, which is more than half of the pseudo slot length. Thus,
we redefine the duration of the pseudo-slot (given at the beginning of
Section 4.1) as the time of 2q rounds of the transmission mode (which is
also the time of 2p rounds of the reception mode), i.e., 4πq=ωT (or
4πp=ωR). Using the new definition, the above design can ensure suc-
cessful neighbor discovery, even if the pseudo-slots of the two nodes are
not aligned.
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4.2. Neighbor discovery algorithm

Recall that a successful neighbor discovery requires that

1. one node receives the other node’s ID in a beacon signal, and
2. the node returns its ID in an ACK that is successfully received by the

beacon node.

In Section 4.1, the adopted sequences ensure that within L pseudo-
slots, there will be at least one pseudo-slot, with one node in the trans-
mission mode and the other in the reception mode. The transmitter will
repeat the process of sending a beacon signal and listening for ACK. The
receiver will keep listening for beacon signals and reply with an ACK
immediately when a beacon signal is received. In this way, neighbor
discovery can be ensured, as summarized in the following theorem.

Theorem 3. If two nodes follow the distributed neighbor discovery pro-
cedure given below, then a successful neighbor discovery is guaranteed for the
node pair within L pseudo-slots.

1. Each node generates a pseudo-slot sequence consisting of its unique ID

(length l0), a segment of
�
l0
2 þ1

�
0’s, and a segment of

�
l0
2

�
1’s.

2. In any pseudo-slot with the duration 4πq=ωT (or 4πp=ωR), if the bit in the
sequence is 1, the node repeats the process of sending a beacon signal (for
τB seconds) and waiting for ACK (for another τB seconds), and scans its
neighborhood for 2q rounds. If the bit in the sequence is 0, the nodes keeps
listening for beacon signals, while scanning its neighborhood for 2p rounds.
If a beacon signal is received, the node will decode the beacon signal to
obtain the transmitter’s ID, and then immediately return an ACK that
carries its own ID.

3. Each beacon signal lasts for τB ¼ ðpθT þ qθR � 2πÞ=ð8qωRÞ.

Proof. From part 1Þ of Theorem 3, we have
�
l0
2

�
þ 1þ

�
l0
2

�
� l0 þ 1 > l0.

Then, following Fact 1 in Section 4.1, the two nodes are guaranteed to
meet in time with different modes for at least half of a pseudo-slot (when
there is no synchronization) within a period of L ¼ 2l0 þ 1 pseudo-slots.

From part 2Þ of Theorem 3, a half pseudo-slot time is sufficient for the
transmitter beam to rotate for q rounds and for the receiver beam to
rotate for p rounds.

From part 3Þ of Theorem 3, we have 2ωRτB ¼ ðpθT þ qθR � 2πÞ= ð4qÞ.
Following Theorem 2, a discovery is ensured within q rounds of trans-
mitter beam rotation.

The detailed neighbor discovery algorithm is presented in Algorithm
1. Line 1 in Algorithm 1 generates a pseudo-slot sequence to determine
the operation mode of the node. Line 4 reads the mode of the current
pseudo-slot from the sequence. If it is 1, the node will operate as a
transmitter, and execute Lines 5–12 to hunt for a neighbor that is in the
reception mode. Otherwise, the node operates as a receiver and executes
Lines 14–20. It keeps listening for beacon signals. When a beacon signal
is received, it returns an ACK to the sender to the direction where the
beacon signal comes (see Fig. 1). Note that the algorithm is not termi-
nated after discovering a neighbor. Rather, the algorithmwill continue to
find other neighbors, if any. According to Theorem 3, any pair of nodes
should complete neighbor discovery within L pseudo-slots. The algo-
rithm is terminated after L pseudo-slots when all the potential neighbors
are found.

Algorithm 1. Hunting-based directional neighbor discovery algorithm
8

Algorithm 1 only focuses on neighbor discovery. Or, we can use
neighbor discovery algorithm to schedule the transmission: when the
neighbor is discovered, the transmitter can send a data packet as needed. The
motivations of integrating neighbor discovery with transmission sched-
uling are: (i) after each node discovers its neighbors, a scheduling algo-
rithm will be executed anyway for packet transmissions; (ii) the position
and orientation of a node may vary over time, and thus it is beneficial to
immediately transmit a backlogged data packet when the target neighbor
is discovered.

The detailed algorithm that integrates neighbor discovery and
transmission scheduling is presented in Algorithm 2. Once a neighbor is
discovered, a data packet is transmitted between two nodes, assuming
greedy sources (i.e., there is always data to be transmitted for any other
node in the network). This approach is particularly useful when the
network topology is dynamic (e.g., with mobility). We evaluate the
throughput performance of the algorithm in Section 6.

Algorithm 2. Hunting-based directional neighbor discovery algorithm
with transmission scheduling
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4.3. Worst-case neighbor discovery time

Theorem 3 shows that neighbor discovery can be finished in bounded
time, i.e., L pseudo-slots, which is an upper bound on the neighbor dis-
covery time. To further analyze the performance of the proposed scheme,
we derive the time needed to discover all neighbors, termed worst case
Fig. 8. The antenna mo

9

discovery time, which is denoted as NB, in number of beacon signal times
(i.e., τB), by considering all possible initial beam directions, sequences
rotations, and sequence drifts. According to the procedure described in
Algorithm 1, the worst case discovery time can be derived as

NB ¼ 2Lp
2π
ωRτB

¼ 32pqLπ
pθT þ qθR � 2π

: (11)

Theorem 4. A lower bound for the worst case neighbor discovery time is
64π2L=ðθTθRÞ, in number of beacon signal times.

Proof. Consider the worst case neighbor discovery time, which is NB

beacon times as given in (11). The partial derivatives of NB with respect
to p and q can be derived as follows.

∂NB

∂p ¼ 32qlπðqθR � 2πÞ
ðpθT þ qθR � 2πÞ2

∂NB

∂q ¼ 32plπðpθT � 2πÞ
ðpθT þ qθR � 2πÞ2:

On one hand, the potential minimal value of NB, denoted as N*
B, is at

fp0 ¼ 2π=θT , q0 ¼ 2π=θRg, withN*
B ¼ ð64π2LÞ=ðθTθRÞ. On the other hand,

we have ∂2NB
∂2p jp¼p0 > 0 and the Hessian is greater than 0. Therefore, N*

B ¼
ð64π2LÞ=ðθTθRÞ is a lower bound for the worst case neighbor discovery
time. ∎

5. Neighbor discovery under sidelobe effect

In previous sections, we derive the conditions and algorithms for
directional neighbor discovery with an ideal antenna model. To examine
the proposed algorithms in a more general scenario, we next consider
neighbor discovery with a more general antenna pattern, and examine
the impact of sidelobes on the performance of neighbor discovery.

5.1. Antenna pattern and sidelobe effects

Consider a directional antenna pattern composed of a main lobe and
K � 1 sidelobes. The Main Lobe to SideLobe ratio (MLSL) is M. Without
losing generality, we ignore the differences among the sidelobes and
assume that all lobes have the same beamwidth θ. The model is illus-
trated in Fig. 8. Let φ be the pointing angle. The antenna gain is modeled
as

gðφÞ¼

8>>>>>>><
>>>>>>>:

GðθÞ; φ〈
θ

2
or φ〉2π � θ

2
GðθÞ
M

;
2kπ
K

� θ

2
< φ <

2kπ
K

þ θ

2
;

k ¼ 1; 2;…;K � 1

0; otherwise:

(12)
del with sidelobes.



Fig. 9. The main lobe coefficient εm for different transmission ranges r with λ ¼
0:25.
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The main difference between the ideal single-beam antenna pattern
and the antenna pattern with sidelobes is that a sidelobe can send or
receive neighbor discovery beacon signals and ACK messages, which can
increase the chance of neighbor discovery, as well as the chance of
collision. It is thus interesting to examine how the sidelobe effect affects
the neighbor discovery process. Taking into account the distance be-
tween any pair of nodes and the antenna model (12), there are the
following four possible scenarios:

1. The two nodes cannot communicate with each other under any
circumstances;

2. Only when two main lobes are used can they communicate with each
other;

3. They can communicate with each other using one sidelobe and one
main lobe;

4. They can communicate with each other using a pair of sidelobes.

The above four cases are ordered according to the corresponding
communication ranges. The last three cases are related to neighbor dis-
covery, while the latter two cases are relevant to the influence of side-
lobes on neighbor discovery. Regarding the sidelobe effects on neighbor
discovery, it is worth noting that if two nodes can communicate with
sidelobes, they must be able to communicate with the main lobes as well.
Therefore, the sidelobes do not help to discovery more neighbors; how-
ever, they can help to discover a neighbor early, thus reducing the
neighbor discovery time. In Section 5.2, we analyze the portion of
neighbors that can be discovered by sidelobes in an mmWave ad hoc
network. In Section 5.3, we analyze the sidelobe effect on the worst-case
neighbor discovery time.

5.2. Portion of neighbors discovered by sidelobes

In this section, we present a stochastic geometry [28]-based analysis
to derive the portion of neighbors that can be discovered by sidelobes. It
is assumed that the distribution of nodes follows the spatial Poisson Point
Process (PPP) with density λ. Recall that a pair of nodes are considered as
neighbors if they can complete a beacon signal/ACK handshake.
Considering quasi-static channels, the transmission range of a link of both
main lobes is r. Assuming a path loss exponent of 2 for the propagation
model and following the antenna gain model (12), the range for a main
lobe–sidelobe link is r=

ffiffiffiffiffi
M

p
, and the range for a sidelobe–sidelobe link is

r=M. Therefore, if two nodes are more than r=
ffiffiffiffiffi
M

p
apart, the sidelobes

will have no impact on neighbor discover.
To evaluate the impact of sidelobe effect, we have the following

definition for the portion of neighbors that can be discovered by side-
lobes.

Definition 1. For an arbitrary, tagged node, the number of its neighbors
that can only communicate with main lobe–main lobe links is a random var-
iable Nm; and the total number of its neighbors is another random variable Na.
Then, the mainlobe coefficient εm is defined as

εm ¼ E

�
Nm

Na

�
: (13)

It is easy to see 0 � εm � 1, while 1� εm is the portion of neighbors
that can be detected by sidelobes. If all neighbors are r=

ffiffiffiffiffi
M

p
away from

the tagged node, then we have εm ¼ 1 and the sidelobes have no impact
on neighbor discovery. Furthermore, the two random variables Nm and
Na are not independent. We have the following theorem for εm.

Theorem 5. Considering the 2D spatial PPP network model with density λ,
the transmission range for a pair of neighbors using their main lobes is r, and
the MLSL is M. Then, the mainlobe coefficient can be derived as
10
εm ¼
X X e�λ1�λ2λv�vz

1 λvz2 z
Γðv� vzþ 1ÞΓðvzþ 1Þ; (14)
0<z<1; z2Q v2Z*

where λ1 ¼ λπr2=M, λ2 ¼ λπr2ðM � 1Þ=M, and Γð �Þ is the gamma
function.

Proof. The network is modeled as a PPP defined in the plane R2, for a
fixed, bounded Borel measurable region B of the plane. Let the number of
points falling inB beNðBÞ. Then, the probability of having n points in B is
given by

PrðNðBÞ¼ nÞ¼ ðλjBjÞn
n!

e�λjBj; (15)

where jBj denotes the area of region B.
Consider the two neighborhoods (as Boral measurable regions) of the

tagged node, with the radii r and r=
ffiffiffiffiffi
M

p
, respectively. Define two random

variables: X as the number of nodes within the radius r=
ffiffiffiffiffi
M

p
of the tagged

node, and Y as the number of nodes outside the disk with radius r=
ffiffiffiffiffi
M

p
but inside radius r. Since the above two regions are disjoint, the distri-
butions of X and Y are independent due to the property of PPP. Let Z ¼
Y=ðX þ YÞ, then we have

εm ¼ E

�
Nm

Na

�
¼ E

�
Y

X þ Y

�
¼ E½Z�;

with

PrðX¼ xÞ¼



λπr2

M

�x

x!
exp

�
�λπr2

M

�

PrðY ¼ yÞ¼



λπr2ðM�1Þ

M

�y

y!
exp

�
� λπr2ðM � 1Þ

M

�
:

Define V ¼ X þ Y and consider the joint distribution of Z and V, then
we have X ¼ Vð1�ZÞ and Y ¼ VZ. It follows that

PZ;V ðz; vÞ¼ PX;Y ðvð1� zÞ; vzÞ;

0< z < 1; z 2 Q; and v 2 Z*;



Fig. 10. Time line for nodes swap through the LOC of a pair of nodes during neighbor discovery process.
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where Q is the set of rational numbers and Z* is the set of non-negative
integers. Thus, we have

εm ¼E½Z� ¼
X

0<z<1; z2Q

X
v2Z*

e�λ1�λ2λv�vz
1 λvz2 z

Γðv� vzþ 1ÞΓðvzþ 1Þ;

where λ1 ¼ λπr2=M and λ2 ¼ λπr2ðM � 1Þ=M.
In Fig. 9, we plot the analytical results based on Theorem 5. The

network area is 20� 20 m2, with λ ¼ 0:25=m2. For each fixed trans-
mission range r, r ¼ 2:5;5:0;7:5;10:0;12:5, we can see that εm increases
as M gets larger. This is because M is increased, the sidelobe gain be-
comes smaller, and the sidelobe effect is weakened. To the extreme when
M is ∞, it reduces to the single beam antenna model (1) and εm ¼ 1. On
the other hand, for each fixed M, M ¼ 9; 16; 25; 36, εm decreases as the
transmission range r is increased. This is because the area covered by the
transmission range r is A1 ¼ πr2, while the area covered by the ring
between radius r and A2 ¼ r

ffiffiffiffiffi
M

p
is πr2ðM � 1Þ=M. As r is increased, the

A1 will increase faster than A2.

5.3. Effect on the worst-case discovery time

From the above analysis, we find that the sidelobe effect will be
limited when the antenna directivity is high or the network is sparse.
However, sidelobes do affect the neighbor discovery process with respect
Fig. 11. Neighbor discovery time in the number of beacon signal times achieved
by the three schemes when the receiver beamwidth θR ¼ 72∘.
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to the worst-case neighbor discovery time. For the four scenarios shown
in Section 5.1, in both scenarios 3 and 4, the sidelobes could help to find a
near neighbor earlier. Reconsidering the conditions for successful
neighbor discovery (see Section 3), now the transmitter and receiver can
find each other if and only if their two beams (either the main lobe or
sidelobe) sweep through the LOC with sufficient overlap time. For a near
neighbor within the sidelobe range of the transmitter, both the main lobe
and the sidelobes sweep through the LOC. Fig. 10(a) is the case for a main
lobe–main lobe link; and Fig. 10(b) is an example for both main lobe-
main lobe and main lobe–sidelobe links.

As the proof of Theorem 1 shows, what really matters with respect to
neighbor discovery is the time that the transmitter beam sweeps through
the LOC connecting the transmitter and receiver, which is called LOC
time. In the main lobe–main lobe case (see Fig. 10(a)), the LOC time is θT=
ωT within a period of 2π=ωT . In the main lobe–main lobe and main
lobe–sidelobe case (see Fig. 10(b)), the LOC time is KθT=ωT within a
period of 2π=ωT . The latter is equivalent to a new transmitter with the
beamwidth Kθ and the angular speed Kω, which also has the LOC time of
KθT=ωT within a period of 2π=ωT . Following the above reasoning and
(11), and considering the fact that ωR=ωT ¼ p=q, we have the following
result.

Theorem 6. With the antenna pattern (12), the worst-case neighbor dis-
covery time is

NB ¼

8>>>>>>>><
>>>>>>>>:

32pqLπ
pθT þ qθR � 2π

; for main lobe–main lob links

32pqLπ
pθT þ qθR � 2π=K

; for main lobe–sidelobe links

32pqLπ
pθT þ qθR � 2π


K2; for sidelobe–sidelobe links:

(16)

Theorem 6 indicates that the sidelobes do reduce the worst-case
neighbor discovery time if all nodes are within the sidelobe transmission
range (lines 2 and 3 in (16)). If there are still some nodes that can only
communicate with their main lobes, the worst-case neighbor discover
time will still be determined by the first line in (16), which is the same as
(11).

6. Simulation study

6.1. Simulation setting

In this section, we present our simulation study on validating the
proposed Hunting-based Directional Neighbor Discovery (HDND) algo-



Fig. 12. Neighbor discovery time in the number of beacon signal times achieved
by the three schemes when the receiver beamwidth θR ¼ 360∘= 11 ¼ 32:73∘.

Fig. 13. Neighbor discovery time in the number of beacon signal times achieved
by the three schemes when the receiver beamwidth θR ¼ 360∘= 23 ¼ 15:65∘.

Fig. 14. Average case neighbor discovery time versus transmission range ach-
ieved by HDND and ODND.

Fig. 15. Worst-case neighbor discovery time versus transmission range ach-
ieved by HDND and ODND.
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rithm. We have implemented Algorithms 1 and 2 in Matlab and con-
ducted extensive simulations. The simulations for the case of one pair of
nodes are repeated 200,000 times with different random seeds, consid-
ering random initial delay, random drift between the two sequences, and
random original beam orientations. The initial delay is uniformly
distributed in ½0; 100,000� beacon signal times. We choose the beam-
width for the reception mode as 72∘, 360∘=11 ¼ 32:73∘, and 360∘= 23 ¼
15:65∘, and the beamwidth for the transmissionmode as 60∘, 30∘, and 15∘

as in Ref. [13]. The values of other parameters are varied during the
simulations to investigate the performance of neighbor discovery.

The Oblivious Directional Neighbor Discovery (ODND) algorithm
(ODND) proposed in Ref. [23] (where each node follows the directional
sequence assigned according to the Chinese Remainder Theorem, such
that any pair of nodes will face any combination of directions) and a
random scheme (where each node randomly points its beam to arbitrary
directions) are used as baselines and simulated under the same settings
for comparison. In Section 6.5, we also use the Multi-Band Neighbor
Discovery (MBND) scheme [15] as the baseline scheme for throughput
comparisons, where all nodes are within a one-hop network on a 2.4 GHz
WiFi channel and coordinated by the central controller for neighbor
discovery and transmission scheduling.
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6.2. Neighbor discovery for a pair of nodes

In Figs. 11–13, the neighbor discovery times for different parameter
settings are presented. It can be seen that HDND outperforms ODND in all
the cases on both worst-case discovery time and average case discovery
time. For example, in Fig. 11, when the transmitter antenna beamwidth is
15∘, the worst-case discovery time (in number of beacon signal times τB)
of ODND is 39330, while the worst-case discovery time for HDND is
30547. HDND achieves a 22:3% reduction in the worse case discovery
time over ODND. The average discovery time of ODND is 4288.6, while
the average discovery time of HDND is 3034, which is a 29:3% reduction
over ODND. Although the average discovery time of the Random scheme
is the lowest, its worst-case discovery time is actually ∞ (i.e., in many
cases it fails to discover the neighbor), while both HDND and ODND can
guarantee successful neighbor discovery. The discovery times (worst-
case and average case) of all the schemes increase as the antenna
beamwidths are reduced, due to the more severe deafness effect caused
by the increased directivity of the directional antennas.

To make a fair comparison with ODND, we relax the ideal beacon
signal assumption made for ODND in Ref. [23], and use real beacon
signals with a non-zero transmission time in the simulations. We set 10
beacon signal times per slot since the positions of beacon signals in



Fig. 16. Error detection rate versus transmission range achieved by HDND
and ODND.

Fig. 17. Average case neighbor discovery time under transmission errors ach-
ieved by HDND and ODND.

Fig. 18. Worst-case neighbor discovery time under transmission errors achieved
by HDND and ODND.

Fig. 19. Average case neighbor discovery time under the sidelobe effect for
HDND and ODND.
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Ref. [23] are at the 10% and 20% positions in a slot. Otherwise, there will
be a collision even without considering the drift effect. For the Random
scheme, a pair of nodes may not discover each other within 200,000
beacon signal times. The simulations also show that ODND may not al-
ways discover all neighbors when the ideal beacon signal assumption is
removed. From Figs. 11–13, we find the proposed HDND algorithm is
about 1.3–1.5 times faster than the ODND scheme in both worst-case
delay and average delay in all the simulated scenarios.
6.3. Neighbor discovery in ad hoc networks

We next examine neighbor discovery in a distributedmmWave ad hoc
network, and the results are presented in Figs. 14–16. In these simula-
tions, 100 nodes are randomly placed in a square area of 20:0� 20:0 m2.
The simulation parameters are summarized in Table 1. The unit time is
still the beacon signal time τB. For example, in Fig. 14, a value of 5,000
indicates 5,000τB s. The network topology is randomly generated for
each simulation configuration. The error bars are 95% confidence in-
tervals. From Figs. 14 and 15, it can be seen that HDND’s average and
worst-case total neighbor discovery times are both almost constant as the
transmission range increases from 2.5 m to 12.5 m. ODND’s average
discovery time also remains constant for different transmission ranges,
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but its worst-case discovery time increases with the increase of trans-
missions range. Still, HDND is about 1.4 times faster than ODND in terms
of average neighbor discovery time in all the cases.

The error detection ratios achieved by HDND and ODND are pre-
sented in Fig. 16 for the mmWave ad hoc network simulations following
the setting in Ref. [23]. As Fig. 16 shows, the error detection rate of
HDND is almost 0% for all simulated cases, i.e., it can find almost all the
neighbors. In contrast, ODND has a 0:4% chance to miss neighbors due to
collision of beacon signals. Note that the missed detection of neighbors in
HDND is caused by collisions of beacon signals only. If the same ideal
beacon assumption is made (i.e., extremely short beacon signals with a
zero transmission time), the missed detection rate of HDND will be zero.

To evaluate the proposed HDND scheme in more realistic scenarios,
we next investigate the impact of transmission errors (i.e., loss of beacon
signals or ACKs due to transmission errors). Clearly, the loss of beacon
signals and/or ACKs will reduce the success rate of neighbor discovery or
increase the time of neighbor discovery. The impact of errors can be
mitigated by adopting a stronger error correction code for beacon signals
and ACKs. We simulate beacon/ack transmissions with different packet
error rates. The results are shown in Figs. 17 and 18. Not surprisingly, for
both the benchmark scheme and the proposed scheme, the average and
worst neighbor discovery time both increase as the packet error rate



Fig. 20. Worst case neighbor discovery time under the sidelobe effect for HDND
and ODND.

Fig. 21. Network-wide throughput under different transmission ranges.
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increases. However, it can be seen that the proposed scheme still out-
performs the benchmark scheme with considerable gains. The worst-case
neighbor discovery time of HDND is rather robust to transmission errors.
When the packet error rate is increased from 0.01 to 0.04, the worst -case
neighbor discovery time of HDND only slightly increases from 40940 to
41063, while the worst-case neighbor discovery time of ODND increases
from 48632 to 66298.

6.4. Sidelobe effect

We also consider the impact of sidelobes. The antenna pattern for this
simulation consists of a main lobe with a beamwidth of 30∘, as well as 8
sidelobes on the remaining directions, each with a beamwidth of 15∘. The
gain of each sidelobe is 6.73 dB down from that of the main lobe. Similar
to the main lobe, a sidelobe can also send or receive beacon signals and
cause interference/collisions to other signals when and only when the
sidelobe overlaps with other beams [2]. The simulation results are pre-
sented in Figs. 19 and 20.

From Figs. 19 and 20, it can be seen that the average neighbor dis-
covery time does not change much with the sidelobe effect since the
sidelobe effect is dependent on the distance between the neighbors. If
two nodes are in the transmission range such that they can communicate
with each other only with their main lobes, the sidelobes do not affect the
neighbor discovery performance at all. If two nodes are close enough, the
sidelobe effect will bring more opportunities of neighbor discovery, as
well as more collisions. Thus, the sidelobe effect causes more uncertainty,
especially when the network is dense. This can be seen in Fig. 20; the
worst-case neighbor discovery time of HDND increases slightly compared
to that in Fig. 15 due to the uncertainty caused by the sidelobes.

6.5. Throughput performance

Finally, we evaluate the performance of Algorithm 2 that conducts
joint neighbor discovery and transmission scheduling. Since HDND
achieves a more significant reduction in neighbor discovery time than
ODND, as shown in Figs. 11–20, this would directly translate into a high
3 We chose MBND as a benchmark since it is a recent related work on the
topic. Note that the comparison may not be a perfect one, since the design,
requirements, and architecture of these two schemes are quite different. Unlike
HDND, MBND uses 2.4 GHz WiFi for neighbor discovery and thus the
throughput of MBND can be low if the discovery time is considered. However,
MBND can provide low discovery time even in mobile and dense environments
since the discovery procedure can be completed in one shot.
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throughput gain in a real-world network. In addition, ODND does not
include a transmission scheduling component. Therefore, we consider
the Multi-Band Neighbor Discovery (MBND) scheme [15] as a baseline
scheme for comparison.3 With MBND, the nodes are scheduled to
conduct directional neighbor discovery in the mmWave band, one node
pair at a time. The simulation parameters are listed in Table 1. Each
simulation is repeated 30 times, each time with a randomly generated
topology. The 95% confidence intervals are computed and plotted in the
figures as error bars. We consider greedy source, where each node always
has a full buffer of data to send to each neighbor.

The throughput results are presented in Fig. 21 for increased trans-
mission range. The values of p and q are set according to Theorems 1 and
2, as p ¼ 13 and q ¼ 12. We find that the throughput of Algorithm 2
increases as the number of nodes in the network increases, as well as the
transmission range increases. In contrast, the MBND curves only increase
slightly with the increase of network density and transmission range. The
results show that with the proposed scheme in Algorithm 2, the network
capacity can be enhanced when more neighbors are discovered, by
allowing more concurrent transmissions. The MBND throughput perfor-
mance is limited by the CSMA/CA mechanism on the 2.4 GHz WiFi
control channel, which usually becomes the bottleneck of the system.
There are significant gains on throughput achieved by the proposed Al-
gorithm 2 over MBND, and the gain is greater for larger networks and
longer transmission ranges. For example, when the transmission range is
2.5 m and there are 40 nodes in the network, the Algorithm 2 throughput
is 14.31 Gbps and the MBND throughput is 1.96 Gbps, which is a 7.3
times gain. When the transmission range is 12.5 m for the same network,
the Algorithm 2 throughput is 30.89 Gbps and the MBND throughput is
1.9614 Gbps, a 15.75 times gain.

7. Conclusions

In this paper, we developed an HDND scheme for mmWave ad hoc
networks, where nodes rotate their antenna beams to search for neigh-
bors. Based on a rigorous analysis, we derived the conditions for guar-
anteed neighbor discovery as well as a bound for the worst-case
discovery time. The proposed HDND scheme does not require any control
channels, nor any omni-directional transmissions, synchronized opera-
tion or time synchronization. Its performance was validated with
extensive simulations. The results demonstrate remarkable improvement
in neighbor discovery time, and striking increases in throughput over a
wide range of network topologies compared to prior work.
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