Virtual Memory

Patterson & Hennessey
Chapter 5

ELEC 5200/6200



Virtual Memory

* Use main memory as a “cache” for secondary
(disk) storage
— Managed jointly by CPU hardware and the
operating system (OS)
* Programs share main memory

— Each gets a private virtual address space holding
its frequently used code and data

— Protected from other programs
e CPU and OS translate virtual addresses to
physical addresses
— VM “block” is called a page
— VM translation “miss” is called a page fault
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Virtual Memory Address Mapping

Virtual addresses Physical addresses

o Address translation
%

.\

® >

Disk addresses
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Memory Hierarchy Example

e 32-bit address (byte addressing)

e 4 GB virtual main memory (disk space)
* Page size =4 KB
e Number of virtual pages = 4X230/(4X20) = 1M
» Bits for virtual page number = log,(1M) = 20

e 128 MB physical main memory

* Page size 4 KB
e Number of physical pages = 128X220/(4X210) = 32K
» Bits for physical page number = log,(32K) = 15

e Page table contains 1M records specifying where
each virtual page is located.
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Virtual Memory System

——————————————————
Virtual or logical MMU: Physical
address (VA) Memory address (PTE)
»| management
unit with
TLB
\ 4
< » Cache | SRAM
Processor Data
Physical
Data address

DRAM

DMA:

Direct memory
access
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Cache Miss and Page Fault

— -
(erte -back,
same as in
cache) Cache miss:
Cached pages,

arequired block

All data, organized in Page table is not found in
Pages (~4KB), accessed by cache
Physical addresses Page fault:

arequired page
Is not found in
main memory

“Page fault” in virtual memory is similar to “miss” in cache.
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Virtual vs. Physical Address

e —
* Processor assumes a virtual memory addressing

scheme:
e Disk is a virtual memory (large, slow)
e A block of data is called a virtual page
e An address is called virtual (or logical) address (VA)

* Main memory may have a different addressing

scheme:

e Physical memory consists of caches
e Memory address is called physical address
e MMU translates virtual address to physical address

e Complete address translation table is large and is kept in main
memory

e MMU contains TLB (translation lookaside buffer), which keeps
record of recent address translations.
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Address Translation

Fixed-size pages (e.g., 4K)

Virtual address

Virtual addresses Physical addresses O] &U 28 2 27/ coocoooansonoacconaonc 15141312111098 --------e- 3210
. Address translation ]
— | Virtual page number Page offset
.\____‘-_
*—— |
.‘\_
—~ (' Translation )
.""\
.7'¢'<
o
Disk addresses ) I8 By coscoccookosasocnase 15141312111098 -« }eeveee 3210
Physical page number Page offset

Physical address
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Page Fault Penalty

 On page fault, the page must be fetched
from disk

— Takes millions of clock cycles
* huge miss penalty
— Handled by OS code

 Try to minimize page fault rate

— Fully associative placement
— Smart replacement algorithms (eg. LRU)
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Page Tables

e Stores placement information

— Array of page table entries (PTE), indexed by
virtual page number

— Page table register in CPU points to page table in
physical memory

e |f page is present in memory
— PTE stores the physical page number
— Plus other status bits (referenced, dirty, ...)
e |f page is not present
— PTE can refer to location in swap space on disk

ELEC 5200/6200 10



Translation Using a Page Table

Page table register
Virtual address
3130292827 ........................ 15141312111098 ........ 3210
Virtual page number Page offset
\\20 \\12
Valid Physical page number
L ] L
Page table
J18
If 0 then page is not
present in memory
29 28 27 rrrereniiiiii 15 14 13 12 11 10 9 &} 3210
Physical page number Page offset

Physical address
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Page Fault Handler

e Use faulting virtual address to find PTE
e Locate page on disk

 Choose page to replace
— If dirty, write to disk first

e Read page into memory and update page
table

 Make process runnable again

— Restart from faulting instruction
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Replacement and Writes

 To reduce page fault rate, prefer least-
recently used (LRU) replacement

— Reference bit (aka use bit) in PTE set to 1 on
access to page

— Periodically cleared to 0 by OS

— A page with reference bit = 0 has not been used
recently

e Disk writes take millions of cycles
— Transfer entire block, not individual locations
— Write-through is impractical
— Use write-back
— Dirty bit in PTE set when page is written
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Memory Protection

e Different tasks can share parts of their virtual
address spaces
— But need to protect against errant access
— Requires OS assistance

e Hardware support for OS protection
— Privileged supervisor mode (aka kernel mode)
— Privileged instructions

— Page tables and other state information only
accessible in supervisor mode

— System call exception (e.g., syscall in MIPS)
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Segmentation vs. Paging

e Page: transparent to programmer
— Virtual address partitioned into fixed-size pages
— Physical memory likewise partitioned
— Virtual pages map exactly into physical pages

e Segment: defined by programmer/compiler

— Compiler partitions program/data into segments of related
information (code, data, etc.)

— Segments easily protected (read-only, execute-only, etc.)
— Segments can be of variable size

— Memory manager must find sufficient free memory to hold each
segment (fragmentation may occur)

— Less common than paging
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Virtual Memory

Segmented Memory

S1

S2

S3

S4

Memory Management
\Unit (MMU)

\

Segment
Table

Physical Memory

X

S3

free

S1

free

Sufficient free memory for segment S2,
but fragmented, preventing loading of S2
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Mapping Segmented Address

Virtual Address
Physical Memory

Segment # | Displacement

Segment Table

) 4

» V| prot |limit| base —4@—’ datum

\ /

Protection | Shles]

_Cqmparg S address
Limit to displacement
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Combining Segmentation and Paging

—
Virtual Address

Physical Memory

Segment# | Page# Offset

offset from top of page

Physical

> page
|V limi V| prot |page # l
prot |limit | base 4@—> prot |pag —
Segment Table Page Table

sPartition segments into pages Page # | Offset*
Combine best features of both Physical Address

* offset same as

in virtual address
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Fast Translation Using a TLB

 Address translation would appear to require extra
memory references
— One to access the PTE
— Then the actual memory access

 But access to page tables has good locality
— So use a fast cache of PTEs within the CPU
— Called a Translation Look-aside Buffer (TLB)

— Typical: 16-512 PTEs, 0.5—-1 cycle for hit, 10—-100 cycles
for miss, 0.01%—1% miss rate

— Misses could be handled by hardware or software
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Fast Translation Using a TLB

———————————————————
TLB
Virtual page Physical page
number Valid Dirty Ref Tag address
| |

1[(0][1 .~
1711 o Physical memory
1[(1]1 .

~1/0]1 -
0/0]|0
1[0]1 -~

Page table
Physical page

Valid Dirty Ref or disk address

~[1]0][1 —
11010 [ Disk storage
1(0]0 L /_g\
101 e ]
0j0]0 —<
1[0/ 1 - 7 / | |
1[(0]1 o~ g |
0|0]|0
1(1]1 ¢« -/ | |
1[(1]1 « ~_
0|00 —
111 ¢
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TLB Misses

e |f page isin memory
— Load the PTE from memory and retry

— Could be handled in hardware

e Can get complex for more complicated page table
structures

— Or in software
e Raise a special exception, with optimized handler
e |f page is not in memory (page fault)

— OS handles fetching the page and updating the
page table

— Then restart the faulting instruction
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TLB Miss Handler

e TLB miss indicates
— Page present, but PTE not in TLB
— Page not present
e Must recognize TLB miss before destination
register overwritten
— Raise exception

 Handler copies PTE from memory to TLB
— Then restarts instruction
— |f page not present, page fault will occur
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Concurrent TLB & Cache Access

———————————————————
* Normally access main memory cache after
translating logical to physical address

e Can do these concurrently to save time

Virtual address | Virtual page # Offset
Physical address| Physical page # Offset
Cache format Tag Index Byte

* Offset same In virtual & physical address,
* Index available for cache line access while translation occurs
» Check tag after translation and cache line access
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TLB and Cache Interaction

Virtual address ——————————————————

3] 30 29 ceerrerriiniiiiiii, 14 13 12 11 10 9+--+-----3 2 1 0
| Virtual page number Page offset ‘
e e If cache tag uses
Valid Dirty Tag Physical page number .
e 8= physical address
it -— -— r
§: — Need to translate before
= cache lookup

I . .
M e e Alternative: use virtual

Physical address tag | Cache index S:?f; gfyg;
>

T FF address tag

ls — Complications due to
valid Tag i e d I iasi ng
Cache  Different virtual
addresses for shared
o physical address
Cache hit

Ja2
Data
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Modern Systems

]
Chactorete |t Ponim P4 AN Oparon
Wirtual adadrass 32 ts 48 [ts
Physical addrass | 36 Dis 40 [Hts
Page size 4 KB, 24 MB 4 KB, 2/4 MB
TLE organization | 1 TLE Tor Instructions and 1 TLE Tor | 2 TLBS Tor Instructions and 2 TLES Tor data
data Both L1 TLES fully assoclathve, LRL
Both are four-way set assoclative replacemant
Both use pseudo-LRU replacement | Both L2 TLES are fourway set assoclativity,
Both have 128 entras raunchrobin LRL
TLE missas handied In hardwars Both L1 TLEs have 40 entries
Both L2 TLES have 512 antdes
TLE misses handled In hardwars

FIGURE 7.34 Address translation and TLB hardware for the Intel Pentium P4 and AMD
Opteron. The word size sets the maximum size of the virtual address, but a processor need not use all bits.
The physical address size 1s independent of word size. The P4 has one TLE for instmictions and a separate
identical TLB for data, while the Opteron has both an L1 TLE and an L2 TLEB for instructions and identical
L1 and L2 TLEs for data. Both processors provide support for large pages, which are used for things like the
operating system or mapping a frame buffer. The large-page scheme avoids using a large number of entries

to map a single object that 15 always present.
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Pentium Microarchitecture

TLE
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System Bus
(External)

Pentium Caches

Physical
Memory

L2 Cache

L3 Cachet

:

t

Data Cache
Unit (L1)

Bus Interface Unit

Instruction
TLBs

Y

Y

Data TLEs

Instruction Decoder | Trace Cache

il

t Intel Xeon processors only
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Pentium Ref.
Manual
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Pentium Memory Mapping

13 bit index Logical Address
\ {or Far Pointer)
v 2l Segment l
slector Selector Offset Linear Address
INDEX ? RPL | [ [ | Space
EPL - Eequestor Priwilege Level Global D ) Linear Address
TI - Table Indicator obal Descriptor ; '
- — Dir | Table | Offset Physical
INDEX -Index into descriptor table Table (GDT) | | | Address
Space
Segment
Segment Page Table Page
Descriptor'44 | ( ((V ({ || r-——"""1
= il PN Page Directory Phy. Addr.
‘r Lin. Addr. |— e Ery et - - — — - -
o I‘ Entry |_

Y

SegmentJ

Base Address

- Page

From Intel
Pentium Ref.

Manual | |
Ii Segmentation i Paging |

ELEC 5200/6200 28




Pentium Paging Details

Linear Address
31 22 21 12 11 0

Directory Table Offset

12 4-KByte Page

in /10  Page Table Physical Address
Page Directory

— Page-Table Entry 7L),

20
—w Directory Entry T
-
A 32 1024 PDE = 1024 PTE = 22 Pages
CH3 (PDER) From Intel
Pentium Ref.
*32 bits aligned onto a 4-KByte boundary. Manual

Figure 3-12. Linear Address Translation (4-KByte Pages)
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Pentium Segment Descriptor

e
3 242322212019 1615141212 11 8 7 0
Dl |a] Seq. D
Base 31:24 G|/lo|v| Limt |P] P |S| Type Base 23:16 4
E Ll 19:16 |
31 1615 0
Base Address 15:00 Segment Limit 15:00 0
AVL — Available for use by system software
BASE — Segment base address
D/B  — Default operation size (0 = 16-bit segment; 1 = 32-bit segment)
DPL — Descriptor privilege level
G — Granularity
LIMIT — Segment Limit
P — Segment present Erom Intel
S — Descriptor type (0 = system; 1 = code or data) Pentium Ref.
TYPE — Segment type Manual
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Pentium Protection (Privilege) Levels

Protection Rings

Operating
System
Kernel
Operating System
Services Level 1
Level 2
Applications Level 3
From Intel
Pentium Ref.
Manual
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Pentium Privilege-Level Protection

Current
privilege
level

e —
Segment Sel. D2
Code =
Segment B [RPL=3
CPL=3 | Segment SHPL:S ————— 1
I o
Lowest Privilege >:( Minimum
Cod / required
Segment S — ode .
iahes ’ RPL=2] |SegmentC| privilege
Segment A pui evel
CPL=2] Segment Sel. D1 DPL=2
- [RPL=2 Monconforming
2 Code Segment
2
Y
Code
> Segmegf D
DPL=3
Conforming

Code Segment

E Highest Privilege

From Intel
Pentium Ref.
Manual
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Pentium Page Descriptors

Page-Directory Entry (4-KByte Page Table)
31 12 11 9876543210

PIPfulm
wlr)r|P

Page-Table Base Address Avail |G \ aK
DTS |wW

wm
]
b=
(9]

Available for system programmer’s use J ‘
Global page (lgnored)

Page size (0 indicates 4 KBytes)
Reserved (set to 0)
Accessed
Cache disabled
Write-through
User/Supervisor
Head/Write
Present

Page-Table Entry (4-KByte Page)
h 12 11 9876543210

, P EE
Page Base Address Avail |GlA[D|A|C|wW] |/ ]P

L b

T o|T]s |w

Available for system programmer’s use J ‘
Global Page

Page Table Attribute Index
Dirty
Accessed
Cache Disabled From Intel
Write-Through Pentium Ref.
User/Supervisor

Readx‘W?ite Manual
Present
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Modern Systems

———————————————————
 Things are getting complicated!

AMD Sun
Opteron Intel PXA2 UltraSPARC IV

Instruction set architecture | 1432, AMDS4 MIFS32 SPARC VD
Intended appllcatlon Syl ambaddad desktop lorw-feosr em bedided | sarver
Dl slze (mm=) (2004) 193 122 217 356
Instrugtions Issusd /clock 3 2 3 RISC ops 1 42
Clock Fate | 2004) 2.0 GHZ 2.0 GHz 3.2 GHz 0.4 GHz 1.2 GHz
Instruction cache &4 KE, 16 KB, 12000 RISC op trace 32 KE, 32 KB,
Zaway St dirsct mapped Cache (~36 KE) a2-way set J-way sat
assoclativa assoolatlve assoclatlve
Latency (clocks) 37 4 a 1 2
Data cacha B4 KB, 16 KB, B KB, 32 KE, 64 KB,
Zoway sat 1-way A-way 32.way set A-way set
assoclativa 28t gasoclative sat assoclathve assodlatlve assoclatlve
Latency (clocks) 3 3 2 1 2
TLE entries (I,/0/L2 TLE) A0, 40,512/ 16 126,128 az/3z 128,512
512
Minimum pags size 4 KB =) 4 KB 1 KB 8 KB
on-chip L2 cache 1024 KE, 1024 KB, E13Z KE, — —
16-way sat dway set BAway et
assoclative assoclative assoclative
oft-chip L2 cache — — — — 16 MB, 2-way
aat agsoclative
Block slze (L1,/L2, bytes) Bd &d 64,126 az 3z

AGURE 7.36 Desktop, embadded, and server microprocessors in 2004, From o memory hierarchy perspective, the primary differ-
ances between categories is the L2 cache. There is no L2 cache for the low-power embedded, a large on-chip L2 for the embedded and desktop, and 1&
ME off chip for the server. The processor clock rates also vary: 0.4 GHz for low-power embedded, 1 GHz or higher for the rest. Maote that UlraSPARC
TV has two processors on the chip.
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