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Abstract
Fault tolerant adders are an important design paradigm to improve the robustness of the adder while at the same time 
improving the yield. The major downside of fault tolerant adders are the additional modules that are intrinsic to this design. 
On the other hand, approximate adders take the advantage of computing resilience and inherently improve the area, delay 
& power metrics. A combination of these two seemingly contradictory approaches are juxtaposed to put forth a design for 
robust fault tolerant approximate adders that mitigate the effects of redundancy and would help improve the yield. The fault 
tolerant schemes included are the Triple Modular Redundancy and Partial Triple Modular Redundancy. These are used 
in conjunction with the approximate Lower part-OR Adder (LOA). The designed fault tolerant approximate adder along 
with the fault intolerant precise and fault intolerant imprecise adder is used for image sharpening using the Gaussian filter. 
The results analyzed in the presence and absence of faults indicate that the visual quality of the image in the presence of 
a single stuck-at fault is almost as good as that obtained without a fault and maintains a PSNR of above 27 in case of fault 
tolerant approximate adder. There is a significant loss in the image quality if a fault occurs in a non-redundant precise 
or approximate adder. The deterioration in image quality is more significant if a stuck-at-one fault occurs, as the image 
becomes visually indecipherable.

Keywords  Approximate adders · Fault tolerance · Triple modular redundancy · Partial triple modular redundancy ·  
Image sharpening

1  Introduction

Parallel Adders are a key unit in all processing units and the 
delay in the adder often determines the delay involved in 
computations. The Ripple Carry Adder (RCA) is the basic 

form of a parallel adder. Its major drawback is the delay 
involved in completing the addition operation due to the 
movement or rippling of its carry signal from the LSB posi-
tion towards the MSB. A multitude of designs have been 
proposed like the Prefix adders, Carry Save adders, Carry 
Select adders etc. to reduce the delay involved in the RCA 
and thereby improve the speed of computation.

A new paradigm to improve the efficiency of the adders 
by compromising on the accuracy of the result to an accept-
able level has given rise to the design of approximate adders. 
This is based on the notion that the effect of MSBs when 
compared to the LSBs is more significant and hence preserv-
ing the MSBs precisely while allowing a tolerable amount of 
inaccuracy in LSBs would be acceptable. The idea here is to 
compute the MSBs accurately while permitting a leeway in 
the computation of LSBs. Approximate computing is found 
to be extremely helpful in applications like image process-
ing, data mining, multimedia processing, and machine learn-
ing which have intensive computations and are resilient to 
these kinds of errors. This loss of accuracy brings in sizeable 
improvements in the area, power and specially delay metrics.
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Robustness of the unit computing MSBs is important 
especially in critical operations [25] like self-driving vehi-
cles and robotics. Hardware redundancy-based fault toler-
ance is explored in Deep Learning accelerator [14] for criti-
cal operations and results indicate an improved reliability. 
Selective fault tolerance in the majority gates of Quantum-
dot Cellular Automata (QCA) approximate adders [22] 
shows a significant reduction in the average normalized 
mean error distance. These and similar such works indicate 
the relevance of reliable approximate computing and to con-
tribute in this domain is the aim of this work.

This paper presents a simple design that combines the 
advantages inherent in approximate adders and the robust-
ness possible with fault tolerant designs to obtain an adder 
unit that has highly optimized metrics along with a robust 
design capable of operating in the presence of faults. This 
ensures that the MSBs are computed precisely even in case 
a fault occurs. The designed fault tolerant adder is then 
utilized to implement an image sharpening application to 
indicate its efficacy. The stuck-at fault model is used as it 
models majority of the faults that may occur due to timing 
constraints and continuous miniaturization.

The arrangement of the paper is as follows. Section 2 
gives a brief background on approximate adders and fault 
tolerant adders with the next section presenting the pro-
posed design along with its simulation results. Section 4 
contains the details of the image sharpening algorithm used, 
the procedural set–up and the inputs used. Section 5 shows 
the results obtained in the absence and presence of faults 
for both the non-redundant and the fault tolerant precise 
and approximate adders with conclusion and future scope 
in Section 6.

2 � Background

As digitization gains greater traction with every passing year, 
the efficiency of the computation unit which is exceedingly 
dependent on the adder unit becomes consequential. The 
improvement in efficiency of adders is being pursued on two 
fronts. Firstly, efforts are on to design circuits that improve 
the area, delay and power metrics. Secondly, it is endeavored 
to improve the reliability and robustness of the unit. These 
two ideas were succinctly presented in Best-effort comput-
ing [3] which put forth three possibilities for computations 
which were unsuitable for best-effort execution. These are (i) 
separate hardware and software that provide the traditional 
“guaranteed” model of computation, (ii) a software overlay 
layer within the platform that ensures their correct and com-
plete execution on the best-effort substrate, or (iii) by imple-
menting faster, application-specific strategies to compensate 
for the imperfections in the computing platform.

In the current work fault tolerance is included that has 
separate hardware that ensures the traditional “guaranteed” 
output and approximate computing to achieve faster,  
application-specific approach for error tolerant applications.

Approximate adders are a class of adders proposed to 
improve the metrics while compromising on the accuracy 
of the adder.

2.1 � Approximate Adders

In this section a few approximate adder designs are dis-
cussed. Approximation is achieved at different levels of 
abstraction by reducing the logic complexity of the full 
adder unit. The scope of this work is limited to an n-bit 
Ripple Carry Adders (RCA) with reduction in the gate 
level complexity are selected. Approximate adders of ‘n’ 
bits are usually divided into two parts – the precise adder 
comprising of ‘n-k’ bits for the higher order bits and a 
k-bit imprecise adder for the’k’ lower order bits [32].

1.	 Approximate Mirror Adders (AMAs): A mirror adder 
is a simple and useful adder design. Logic reduction is 
employed at the transistor level to reduce the power dis-
sipation and circuit complexity which in turn give better 
area and delay metrics. Reduction in the logic complex-
ity at the transistor level based on approximation of the 
output sum and carry has resulted in five approximate 
mirror adders (AMA) [6].

2.	 Approximate XOR/XNOR adders (AXAs): These are 
based on the 10 T adder using multiplexers implemented 
with pass transistors and XOR/XNOR gates [13]. It is 
optimized to a design using 8 T and XNOR gates. This 
optimization leads to three different designs with differ-
ent approximations for the sum and carry out signals.

3.	 Lower –part-OR-adder (LOA) [1]: In this design the 
sum is approximated by an OR gate (instead of the con-
ventional XOR gate) in the imprecise lower part of the 
adder. The carry input of the precise adder is connected 
to the carry in signal of the adder (Cin = 0) or it is gener-
ated by an AND operation of the most significant bits of 
the imprecise part of the adder [15].

All these designs incorporate a loss in accuracy with 
a significant improvement in design metrics. In some of 
these designs there is a reduced noise margin making it 
more sensitive. The approximate adders address one part 
of the efficiency improvement process. The other aspect 
that helps improve the efficiency, reliability & robustness 
of the design, is its ability to generate appropriate outputs 
in case faults occur. Fault tolerance is thus imperative to 
improve the overall robustness of the system.
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2.2 � Fault Tolerance

Fault tolerance in adders has widely been studied and innu-
merable designs proposed for the same. This design meth-
odology has gained higher prominence as the increasing 
density of fabrication has resulted in falling yield. Hard-
ware redundancy, time redundancy and a combination of 
these two have been employed to implement fault tolerant 
adders. As the name suggests hardware redundancy involves 
the inclusion of additional hardware to mask/overcome the 
effect of faults [19, 23, 28]. Time redundancy on the other 
hand uses the same module more than once. The operands 
are applied in self-dual form [21] or in shifted form [18] 
and then the outputs are compared. A combination of the 
two includes certain additional hardware and a multi-cycle 
operation in case a fault is detected [5]. Further, different 
parallel adders like the RCA, Carry Save adder [10] and Par-
allel prefix adders [7] are the focus of different fault tolerant 
adder design implementations.

The RCA is a parallel adder that has the simplest imple-
mentation but at the same time the major disadvantage of 
the ripple effect of its carry signal from the lower order bits 
to the higher order bits. This is also the reason for the opera-
tion of the RCA being slow and deteriorating as the word 
size increases. This drawback is inherently overcome by 
the use of approximate adders as the imprecise part of the 
adder is designed to dispense with the rippling effect of the 
carry signal in it. The simplicity of the RCA and its wide 
usage in the design of approximate adders is an motivation 
to implement fault tolerant approximate adders based on it. 
The fault tolerant schemes used in conjunction with the RCA 
so as to improve its performance are the TMR-RCA [28] and 
PTMR-RCA [17]. The TMR-RCA is the classic method used 
for mitigation of faults in adders and is hence included. The 
TMR-RCA scheme incorporates fault tolerance in the entire 
adder, both the precise and imprecise part of the adder. As 
fault tolerance in the imprecise adder is not really signifi-
cant especially in the case of approximate computing, the 

PTMR-RCA scheme is also included so as to implement an 
efficient adder that is also reliable.

The block diagram of the TMR method to achieve fault 
tolerance in a Ripple Carry Adder, 16-bit wide is shown 
in Fig. 1. This requires the triplication of the adder mod-
ule with each of the module independently generating the 
output, Sum. The independently generated outputs are then 
voted upon by the majority voter that gives the final Sum.

This redundancy scheme is modified to obtain the PTMR 
method of fault tolerance in Ripple Carry Adders. The higher 
order bits contribute to a larger extent to the sum compared 
to the lower order bits is one part of the premise on which 
this is based, the other being that an increase in the hardware 
makes the entire system more susceptible to faults. These 
aspects lead to a fault tolerant n-bit adder design in which 
“p” most significant bits are triplicated while the remaining 
“n-p” bits are in the simplex mode. There is a considerable 
reduction in the hardware overhead when compared to TMR. 
The arrangement of PTMR is given in Fig. 2.

The performance metrics for PTMR-RCA from ten mil-
lion Monte Carlo simulations [20] measuring Signal to 
Error Ratio (SER) shows that for low fault rates, P = 5 

Fig. 1   Block diagram of 16-bit 
TMR

Fig. 2   Block diagram for PTMR
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gives a better performance than the TMR-RCA for a word-
size of n = 16. The results also indicate that the advantage 
of higher SER in TMR reduces as the fault rate increases. 
The SER is defined as the fraction obtained from the aver-
age of the obtained signal power to the variance of its 
absolute value of error.

SER is given as:

where S is the correct Sum, and S′ the incorrect Sum. E 
is the magnitude of error E = |S − S′|. N denotes the num-
ber of Monte Carlo simulations done. Ẽ is the mean of the 
error magnitude and E and SER are measured in decibels. A 
higher value of SER indicates a more robust design.

The observed SER values for varying fault rates are 
replicated in Table 1. From this it can be inferred that 
the number of bits that are triplicated i.e., p = 5 in PTMR 
results in an operation similar to TMR in terms of SER.

The value of p can further be reduced in case the fault 
rates are higher. The detailed comparison of fault rates 
with SER is included in Table 1 and the results indicate 
that the PTMR gives a better SER than TMR for p = 5 
even when the fault rate is low (0.001%). This is related to 
the hardware reduction in PTMR due to reduced number 
of bits being triplicated and consequently lesser hardware 
for the voter circuit. The fault rate which is the rate at 
which gates fail is considered. For instance, a failure rate 
of 0.005% translates to 50 failures per million. For higher 
fault rates the number of significant bits that need to be 
triplicated can further be reduced.

SER = 10 log

∑N

j= 1
�S(j)�2

∑N

j= 1

���E(j) − Ẽ
���
2

3 � High Performance Robust Adders

As stated, earlier methods for fault tolerance are included 
to enhance reliability of the adders. These are used in con-
junction with the LOA approximate adder to realize a fault 
tolerant approximate adder. The initial idea for this design 
of reliable approximate adders is included in [9].

3.1 � Lower Part‑OR Approximate Adder

This n-bit adder is divided into two parts- the precise adder 
comprising of “n-p” bits and an imprecise adder comprising 
of p-bits. The precise part of the adder consists of “n-p” full 
adders for the “n-p” bits while the imprecise adder com-
prises of “p” OR gates for the p-bits. The basic structure is 
shown in Fig. 3 where A and B represent the addend and the 
augend. The final output is represented as Sumn…..Sum0. 
As the inaccurate sub-adder is designed using simple OR 
gates the rippling of the carry is eliminated while at the 
same time reducing the hardware requirements from this 
part of the adder. This is the major contributor to the inher-
ent improvement in speed, area and power requirements in 
an LOA approximate adder.

3.2 � Quantitative Analysis

A number of Full adder structures have been implemented 
and a few are included in this quantitative analysis where we 
compare the different implementations and their optimiza-
tions when used in realizing approximate adders.

The CMOS adder architectures compared are the 10T [4], 
14T [27], CPL [30], TFA [2], TGA [24], C-CMOS [29], 
HYBRID [31] and FA24T [26]. The 10T CMOS adder 
requires lesser silicon area but has low driving capability. 
This issue is resolved by using the 14T adder. The Comple-
mentary Pass-Transistor (CPL) adder requires 32 transis-
tors and has good voltage swing restoration. A 16 transistor 
Transmission Function Full adder (TFA) is realized using 
the transmission function theory. The Transmission Gate 

Table 1   SER of RCA, TMR-RCA & PTMR-RCA vs Fault rates of 
combinational logic gates (word size = 16 bits) [17]

Fig. 3   LOA approximate adder
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Adder (TGA) contains 20 transistors and is based on a logic 
similar to pass transistor logic. However, it successfully 
overcomes the voltage degradation in CPL adders. It com-
prises an NMOS and a PMOS controlled by complementary 
signals. The Complementary CMOS (C-CMOS) adder con-
tains 28 transistors and its reliability while transistor sizing 
and voltage scaling are its unique advantages. The mirror 
adder has the same transistor count as the C-CMOS but it 
has a reduced carry propagation path delay. The Hybrid pass 
logic with CMOS output drive full adder (HSPC), in which 
XOR and XNOR functions are generated at the same time 
using pass transistor logic produce full-swing output at the 
cost of increased delay. The comparison of the power, delay 
and area metrics [8] using 45nm CMOS technology are rep-
licated in Table 2. The different adders included in the table 
vary in the area (based on transistor count), speed of opera-
tion and power requirements. The selection of a particular 
adder structure is done evaluating the requirements of an 
application in conjunction with the advantages and disad-
vantages of a particular adder design.

The quantitative analysis of these adders when used in 
implementation of precise and approximate adders on the 
basis of transistor count is carried out. This gives dependable 

results as standard digital blocks are used in the implementa-
tion of the design.

The different adder architectures can be compared on 
the basis of the number of transistors or gates required for 
implementation or on the basis of technology. Since the 
adder architectures are usually designed and compared based 
on the transistor count, this method is utilized. It is used to 
compare these adder architectures to appreciate the reduc-
tion in hardware in case an approximate adder is used instead 
of a precise adder. The OR gate required for implementing 
the imprecise adder is implemented using the CMOS logic 
of NOR followed by a NOT gate. The adders with that are 
quantitatively compare are of 16-bit and 32-bit word-size. 
The width of the precise adder in case of a 16-bit adder is 
taken to be n/2 i.e., 8-bits and the imprecise adder of n/2 
bits i.e., again 8-bits. For the 32-bit adder two comparisons 
are carried out. In the first case the width of the precise 
and imprecise sub-adder units is taken to be n/2, i.e., each 
sub-adder is 16-bit wide. In the second case the precise sub-
adder is taken to be 8-bit wide with the imprecise sub-adder 
being 24-bit wide. For actual applications the division of the 
adder into the precise and imprecise sub-adders is based on 
requirements such as accuracy speed and power. The com-
parisons based on transistor count are presented in Table 3. 
The reduction in hardware is computed as:

The LOA Approximate adder is augmented with fault 
tolerance to achieve the second objective in the design of 
high-performance robust adders.

3.3 � Fault Tolerant Approximate Adders

In this section two fault tolerant approximate adder designs 
are presented. The first design achieves fault tolerance 

Transistor count
[
precise adder − approximate adder

]

Transistor count
[
precise adder

]

Table 2   Power, delay and PDP for adder structures [8]

Adder
 structure

Transistor
 count

Power
 (µW)

Delay
 (pS)

PDP
 (aJ)

10 T 10 0.99 101.51 100.49
14 T 14 1.72 105.86 182.08
CPL 32 2.79 54.21 151.25
TFA 16 0.97 88.20 85.55
TGA​ 20 1.01 83.29 84.12
C-CMOS 28 1.31 66.28 86.83
HSPC 22 1.42 58.82 83.52
FA24T 24 1.18 82.65 97.53

Table 3   Hardware requirement 
comparisons of precise adder vs 
approximate adder

Adder
structure

Transistor 
count

Total transistor count % Hardware reduction

Adder OR Precise adder Approximate adder k = 8 bits k = 16

16-bit 32-bit 16-bit
(k = 8)

32-bit
(k = 8)

32-bit
(k = 16)

16-bit 32-bit 32-bit

10 T 10 06 160 320 128 256 224 20.0 20.0 30.0
14 T 14 06 224 448 160 320 256 28.6 28.6 42.9
CPL 32 06 512 1024 304 608 400 40.6 40.6 60.9
TFA 16 06 256 512 176 352 272 31.3 31.3 46.9
TGA​ 20 06 320 640 208 416 304 35.0 35.0 52.5
C-CMOS 28 06 448 896 272 544 368 39.3 39.3 58.9
HSPC 22 06 416 832 256 512 352 38.5 38.5 57.7
FA24T 24 06 384 768 240 480 336 37.5 37.5 56.3
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using TMR along with the LOA and in the second PTMR is  
used to augment the approximate adder. The design meth-
odology for obtaining the fault tolerant approximate adders 
is given in Fig. 4. The entire adder comprising i.e., the 
precise and the imprecise sub-adder modules are included 
in a triplicated manner while designing the fault tolerant 
approximate adder based on TMR. In case of the PTMR 
based fault tolerant approximate adder, only the k-bits are 
triplicated while the remaining “n-k” bits are in the sim-
plex mode.

The detailed implementation of the TMR based fault tol-
erant approximate adder is in Figs. 5 and 6 illustrates the 
implementation details of the PTMR based fault tolerant 
approximate adder. The building blocks or the basic cells in 
both these architectures are the Full adders (FA), Or gates 
and the voter circuit. A 1-bit voter circuit comprises of three 
(03) AND gates and one (01) OR gate.

The hardware requirements in a TMR based fault tolerant 
approximate adder is included in Table 4.

The PTMR based fault tolerant approximate adder is 
obtained by triplicating the hardware for the ‘p’ most sig-
nificant bits while retaining the remaining hardware in a 
non-redundant manner. The value of ‘p’ in this quantitative 
analysis is taken as p = 8 and the hardware requirements cal-
culated which are presented in Table 5.

The transistor requirements for the implementation of 
TMR & PTMR based fault tolerant approximate adders is 
quantitatively computed for the different adder structures. 
These calculations are done for p = 8 and k = 8 in PTMR 
for a 16-bit adder where p indicates the number of MSBs 
that are triplicated and k the width of the precise adder. For 
32-bit adders the analysis is done for k = 8 and k = 16, with 
p = 8 in both the cases. The hardware requirement based 
on the transistor count for fault tolerant approximate adder 

Fig. 4   Design idea for Fault tolerant Approximate adder

Fig. 5   TMR based fault tolerant approximate LOA

Fig. 6   PTMR based fault tolerant approximate LOA

Table 4   Hardware requirements for TMR based fault tolerant approx-
imate adder

Word size 16-bit 32-bit

Basic cell k = 8 k = 8 k = 16

1-bit full
adder

24 48 24

OR gate 32 64 88
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is compared with the simple non-redundant fault intolerant 
Ripple Carry Adder (RCA). These are included in Table 6.

The table indicates that for certain adder structures (CPL, 
TGA, CCMOS, HSPC and FA24T) there is a reduction in 
the hardware (on the basis of transistor count) of a fault tol-
erant approximate adder when compared to a fault intolerant 
precise RCA.

4 � Image Sharpening Using Fault Tolerant 
Approximate Adders

The efficacy of approximate computations in different appli-
cations has been demonstrated. The efficacy of the fault tol-
erant approximate adders for image sharpening applications 
and their improved performance in case of faults shall be 
established in this section.

4.1 � Image Sharpening

The quality of the image visibly is influenced if the high-
frequency elements are eliminated. If the high frequency 
components are instead enhanced, there is an improvement 
in the image quality. This concept has been used in improv-
ing the image quality in highlighting the edges of the image 
and its finer details. The algorithm is as given below:

If AI is the input image, then AK, the output image can 
be computed as:

where

and

The designed fault tolerant approximate adders are 
used in implementing the image sharpening algorithm 
[12]. This is implemented using MATLAB and the qual-
ity of the sharpened image is then measured. Peak Signal 
to Noise Ratio (PSNR) is an important parameter used to 
measure the quality of the image. It is based on the mean 
square error (MSE) of the reconstructed image which usu-
ally involves loss of information.

For an exact image, AI and an approximate image AK 
(where AI and AK are both monochrome images having 
m by n pixels) MSE is given as:

The PSNR is then defined as:

AK (x, y) = 2AI(x, y) − K

K =
1

273

2∑
p=−2

2∑
q=−2

H(p + 3, q + 3)I(x − p, y − q)

H =

⎡
⎢⎢⎢⎢⎢⎣

1 4 7 4 1

4 16 26 16 4

7 26 41 26 7

4 16 26 16 4

1 4 7 4 1

⎤
⎥⎥⎥⎥⎥⎦

MSE =

m−1∑
i= 0

n−1∑
j= 0

[AI(i, j) − AK(i, j)]2

PSNR = 20 log10
Max√
MSE

Table 5   Hardware requirements for PTMR based fault tolerant 
approximate adder

Word size → 16-bit 32-bit

Basic cell ↓ k = 8 k = 8 k = 16

1-bit full
adder

24 32 24

OR gate 16 32 32
AND gate 24 48 24

Table 6   Transistor count 
comparison for TMR & PTMR 
based fault tolerant approximate 
adders

Adder structures → 10T 14T CPL TFA TGA​ CCMOS HSPC FA24T

16-bit adders k = 8 TMR 384 480 912 528 624 816 672 720
Add % 140 114 78 106 95 82 91 88
PTMR 288 384 816 432 528 720 576 624
Add % 80 71 59 69 65 61 64 63

32-bit adders k = 8 TMR 768 960 1824 1056 1248 1632 1344 1440
Add % 140 114 78 106 95 82 91 88
PTMR 416 544 1120 608 736 992 800 864
Add % 30 21 09 15 15 11 14 13

k = 16 TMR 672 768 1200 816 912 1104 960 1008
Add % 110 71 17 59 43 23 36 31
PTMR 384 480 912 528 624 816 672 720
Add % 20 07 -11 03 -03 -09 -05 -06
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where MAX is the maximum value of the pixel in the image. 
For example, if it is encoded using 10-bits, the maximum 
value can be 1023.

4.2 � Implementation Details

The adders are implemented and their performance evalu-
ated on the basis of Structural Similarity Index Measure-
SSIM, MSE and PSNR, in the absence and presence of 
faults using image processing. Image sharpening is used for 
enhancing the image. The human sensory system interpreta-
tion of the resultant images along with the values obtained 
for the above metrics are observed. These applications 
require many addition operations and hence are suitable for 
comparing the performance of fault intolerant and fault tol-
erant exact and approximate adders.

The experimental setup to perform the comparisons is 
shown in Fig. 7. It presents the steps involved in substantiat-
ing the reliability of the fault tolerant approximate adder. Ini-
tially the Image sharpening algorithm is implemented using 
MATLAB and then the test images are applied to the fault 
intolerant exact adder, approximate adder and the designed 
fault tolerant approximate adders. The output is checked in 
the absence of any fault and then after introducing a single 
stuck -at fault.

The stuck-at fault model is used as it is able to model 
the majority of faults that may occur due to variations in 
transistor geometry, delayed switching, process variations 
etc. The operation is checked in the absence of fault and 
presence of single stuck-at-zero and single stuck-at-one 
faults in architecture 1 to obtain output image 1. The same 
is repeated by replacing the fault intolerant exact adder with 
the fault intolerant approximate adder to obtain output image 
2, TMR based fault tolerant approximate adder to obtain 
output image 3 and PTMR based fault tolerant approximate 
adder to obtain output image 4. The images used in this 
experiment are the standard images – Baboon and Lena. In 
all these cases the SSIM, MSE & PSNR are observed and 
tabulated.

5 � Results

The performance of the various adders is evaluated on the 
basis of Structural Similarity Index Measure (SSIM), Mean 
Square Error (MSE) and Peak Signal to Noise Ratio (PSNR) 
in the image sharpening algorithm. The image sharpening 
algorithm is applied to kernels of size 5 × 5 pixels, on the two 
images – Baboon and Lena. The visual quality of the images 
is first presented followed by the metric values. Figure 8 shows 
the original images.

The standard images of Lena and Baboon that are a usual 
standard are used to check the quality of the output. Initially 
the operation of the fault intolerant precise & imprecise 
adder along with fault tolerant imprecise adder is observed 
(Tables 7 and 8).

The output images obtained after image sharpening by 
using Baboon and Lena as the input image, in the pres-
ence of a single stuck-at fault (s-a-0 & s-a-1) are given in 
Figs. 9 and 10 respectively for architectures A1, A2, A3 
and A4. These images help in checking the visual quality 
as perceived by the human eye. The results indicate that 

Fig. 7   Experimental set-up to evaluate fault intolerant and fault toler-
ant precise and approximate adders Fig. 8   Original images of a Baboon and b Lena
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Table 7   SSIM, MSE and PSNR values of the image Baboon for fault intolerant exact adder (A1), fault intolerant approximate adder (A2), TMR 
based fault tolerant approximate adder (A3) and PTMR based fault tolerant approximate adder (A4)

Image Baboon

Fault Architecture, A1 Architecture, A2 Architecture, A3 Architecture, A4

Metric No Fault Single
 Fault

No Fault Single
 Fault

No Fault Single
 fault

No Fault Single
 fault

S-a-0 SSIM 1 0.632498 0.993339 0.644741 0.993339 0.993339 0.993339 0.993339
MSE 0 6.99E + 03 1.20E + 02 6.43E + 03 1.20E + 02 1.20E + 02 1.20E + 02 1.20E + 02
PSNR Inf 9.686355 27.33258 10.04676 27.33258 27.33258 27.33258 27.33258

S-a-1 SSIM 1 0.001063 0.993339 9.58E-04 0.993339 0.993339 0.993339 0.993339
MSE 0 1.91E + 04 1.20E + 02 1.91E + 04 1.20E + 02 1.20E + 02 1.20E + 02 1.20E + 02
PSNR Inf 5.330808 27.33258 5.328538 27.33258 27.33258 27.33258 27.33259

Table 8   SSIM, MSE and PSNR values of the image Lena for fault intolerant exact adder (A1), fault intolerant approximate adder (A2), TMR 
based fault tolerant approximate adder (A3) and PTMR based fault tolerant approximate adder (A4)

Image Lena

Fault Architecture, A1 Architecture, A2 Architecture, A3 Architecture, A4

Metrics Fault free With fault Fault free With fault Fault free With fault Fault free With fault

S-a-0 SSIM 1 0.704184 0.986957 0.711745 0.986957 0.986957 0.986957 0.986941
MSE 0 5.49E + 03 1.16E + 02 4.55E + 03 1.16E + 02 1.16E + 02 1.16E + 02 1.21E + 02
PSNR Inf 10.73166 27.49957 11.55325 27.49957 27.49957 27.49957 27.31647

S-a-1 SSIM 1 4.41E-04 0.986957 5.08E-04 0.986957 0.986957 0.986957 0.986957
MSE 0 1.79E + 04 1.16E + 02 1.79E + 04 1.16E + 02 1.16E + 02 1.16E + 02 1.16E + 02
PSNR Inf 5.590639 27.49957 5.592621 27.49957 27.49957 27.49957 27.49957

Fig. 9   Outputs with Lena as the input image. a Architecture 1 with 
single stuck-at-0 fault. b Architecture 1 with single stuck-at-1 fault. 
c Architecture 2 with single stuck-at-0 fault d Architecture 2 with 

single stuck-at-1 fault. e Architecture 3 with single stuck-at-0 fault. f 
Architecture 3 with single stuck-at-1 fault. g Architecture 4 with sin-
gle stuck-at-0 fault. h Architecture 4 with single stuck-at-1 fault
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the presence of faults has a detrimental effect on the visual 
quality of the image. In case of the fault intolerant precise 
adder and fault intolerant imprecise adder there is a visible 
degradation in the visual quality in case of a stuck-at-zero 
fault. This can be verified from Figs. 9a, c, and 10a, c. In 
case of a single stuck-at-one fault the entire image is indeci-
pherable as can be ascertained from Figs. 9b, d, and 10b, d.

The visual quality perceived by the human eye does not 
indicate a significant difference among the four outputs. 
The PSNR, MSE & SSIM values for A3 and A4 which 
are fault tolerant imprecise adders, remains the same as 
that of a fault free adder even in the presence of a single 
fault. This is not the case for the fault intolerant adders, 
in which it can be observed that there is a drastic fall in 
these metrics in the presence of a fault.

6 � Conclusion

The inclusion of fault tolerance in approximate adders can 
give a class of high-performance reliable adders. The TMR 
incorporates fault tolerance in both the precise and imprecise 

adder whereas the PTMR scheme protects the precise adder 
from failing due to faults. In practice the PTMR scheme 
would be more suitable for incorporating fault tolerance in 
approximate adders as the imprecise adder is expected to 
have inaccuracy.

The fault tolerant imprecise adders were used in an image 
processing application. The results obtained from an image 
sharpening algorithm implemented using the designed fault 
tolerant adders shows that there is a significant improvement 
in the quality of the outputs in case of a stuck-at fault, more 
so in the case of a stuck-at-one fault.

The QCA technology has potentially many advantages 
over CMOS but is prone to defects. The design of robust 
approximate adders may be implemented in QCA so that 
the advantages of this technology and the robustness of fault 
tolerant design can give a class of high-performance adders.

There are various optimizations possible by including 
different high speed or low power adders depending on 
the application. The utility of the fault tolerant adder is 
demonstrated using an image processing application. Its 
efficacy in different application that are error tolerant can 
be ascertained.

Fig. 10   Outputs with Lena as the input image. a Architecture 1 with 
single stuck-at-0 fault. b Architecture 1 with single stuck-at-1 fault. 
c Architecture 2 with a single stuck-at- 0 fault d Architecture 2 with 

single stuck-at-1 fault. e Architecture 3 with single stuck-at-0 fault. f 
Architecture 3 with single stuck-at-1 fault. g Architecture 4 with sin-
gle stuck-at-0 fault. h Architecture 4 with single stuck-at-1 fault
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This seemingly simple but novel idea has the potential 
to significantly help in yield improvement while at the 
same time give reliable results without impacting the area, 
delay and power metrics. It is a paradigm that is signifi-
cant for realizing reliable Approximate Computing units 
for critical image and video processing applications like 
telemedicine [11] and military applications [16] that is 
gaining prominence as digital transformation happens at 
a fast pace.
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