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Abstract
Due to the rapid technology scaling and increasing program/erase cycles, the raw bit error rate (RBER) in NAND flash 
memory keeps increasing rapidly. This dilemma seriously incurs reliability issues. The traditional error correction codes 
(ECCs) with stronger protection capability are usually equipped for all flash pages as a solution to maintain the mandatory 
yield and reliability levels. However, the growth of RBER is exponentially proportional to the number of induced P/E cycles 
and the distributions of errors are usually uneven. Therefore, the conventional uniform ECC protection based on the worst 
scenario of fault distributions might incur unnecessary hardware and latency overhead. Moreover, the overlong ECC check 
bits might be stored in two different flash pages. Therefore, two flash read/program operations are required for reading/
programming a codeword. To cure these drawbacks, the ECC Caching (E3C) techniques are proposed in this paper. The main 
idea is to upgrade the ECC protection levels for flash pages when their correction slack is below the specified threshold. An 
ECC Cache containing the ECC CAM and the ECC SRAM is used for accessing and storing extra check bits, respectively. 
The corresponding repair flow and hardware architecture are also proposed. According to simulation results, we can enhance 
the reliability and yield of flash memories significantly with negligible hardware cost.
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1  Introduction

NAND flash memory is the most prevalent non-volatile 
memory widely used in modern consumer electronic prod-
ucts, such as personal digital assistants (PDAs), laptop com-
puters, digital audio players, and data centers. In the past 
decades, the advanced fabrication technologies have kept 
increasing the capacity of NAND flash memories and more 
bits can be stored in a flash memory cell. Several types of 
flash cells have been developed, such as a single-level cell 
(SLC), a multi-level cell (MLC), and a triple-level cell (TLC) 
[3, 20, 24] The scaling trend not only significantly increase 
the storage density and thus reduce the bit cost. This trend is 
expected to continue in the future. However, a smaller cell 
incurs a lower noise margin for each threshold voltage level  
and then cause serious endurance and reliability issues [2, 4, 8, 18, 22].

For example, about 105 program-erase (P/E) cycles are 
available for a 34 nm SLC. The number of P/E cycles is 
declined to about 3,000 times for a 16 nm MLC [4]. This 
limited number of P/E cycles means that flash cells can-
not reliably store data after running out of the limited P/E 
cycles. Furthermore, there are also data retention issues, 
disturbances, and permanent faults that may exist in flash 
memory. If a flash memory cell cannot store a data bit for 
the specified retention time, then the data retention fault 
(DRF) occurs in this cell. Previous researches have shown 
that most flash memories experience a sharp increase in raw 
bit error rate after a number of P/E cycles [4, 22]. In fact, 
the RBER due to data retention faults is exponentially pro-
portionally to the number of P/E cycles. The data retention 
faults are considered as the most dominant faults of bit errors 
[4]. Moreover, as the bit density of flash cells grows, the 
RBER also increases significantly because similar voltage 
levels are assigned to consecutive logic states [4].

Besides the endurance and data retention issues that may 
incur reliability threats, there are also a variety of perma-
nent faults which will impact the fabrication yield. The 
most likely functional faults in flash memory is the disturb 
faults. Traditional disturb fault models include program 

Responsible Editor: M. Taouil

 *	 Shyue‑Kung Lu 
	 sklu@mail.ntust.edu.tw

1	 National Taiwan University of Science and Technology, 
Taipei, Taiwan

http://orcid.org/0000-0001-9232-2012
http://crossmark.crossref.org/dialog/?doi=10.1007/s10836-023-06075-6&domain=pdf


488	 Journal of Electronic Testing (2023) 39:487–500

1 3

disturbance fault (PDF), erase disturbance fault (EDF), 
and read disturbance fault (RDF) [8, 22]. PDF fault can 
be further categorized into the WPDF (Wordline PDF) and 
the BPDF (Bitline PDF). EDF also includes the WEDF 
(Wordline EDF) and the BEDF (Bitline EDF). RDF includes 
the read program disturbance faults (RPDF) and the read 
erase disturbance faults (REDF). As the count of P/E cycles 
increases, effects of these three noises also aggravate.

There are also March-like test algorithms [27] proposed 
for testing such faults. According to the foundry statistics, 
disturb faults and data retention faults appear more frequent 
than other fault types [27]. The occurrence probabilities of 
these faults also depends on the number of P/E cycles. As 
the P/E cycles increase, the incurred number of disturbance 
and data retention faults also significantly increase. It is dif-
ficult to correct these big amount of RBER using current 
fault-tolerant techniques with acceptable hardware overhead 
and performance penalties.

To conquer the reliability and yield challenges, three 
types of fault-tolerant techniques can be applied. The first 
one is the fault avoidance technique which encodes the data 
bits to be programmed (increasing the number of 1’s) such 
that flash cells can stay at more reliable states [10, 26]. The  
second type is the hardware redundancy-based technique which 
uses spare flash blocks and/or columns to bypass the detected 
faulty flash cells [6, 9, 13, 15, 16]. The most popularly used  
technique is the built-in self-repair (BISR). The conven-
tional BISR consists of a built-in self-test (BIST) module, a 
built-in redundancy analysis (BIRA) module and an on-chip 
repair module. The BIST module perform the adopted test 
algorithms for testing the flash array. When faulty cells are 
detected by the BIST operations, the BIRA module tries 
to run redundancy analysis algorithms for optimal or near 
optimal spare allocation. The on-chip repair module practi-
cally conduct the reconfiguration or remapping for bypass-
ing the faulty memory cells. The main drawback of BISR is 
that the hardware overhead and some timing penalty should 
be compromised. Moreover, as the RBER increases signifi-
cantly with the increasing P/E cycles, the huge faulty cells 
cannot be repaired with affordable hardware cost and timing 
impacts [14, 16].

The last type of fault-tolerant techniques is by using 
the error correction codes. The most popularly used ECCs 
include the Hamming code [11], the Bose-Chaudhuri- 
Hocquenghem (BCH) [7, 23] code, and the low-density 
parity code (LDPC) [17, 25, 29]. ECC detects and cor-
rects a pre-defined number of faulty cells by adding parity 
redundancy. The covered faults include permanent faults, 
endurance- and disturbance-induced faulty cells, and data 
retention faults. However, the number of faulty bits that 
can be corrected by the adopted ECC schemes is usually 
pre-defined in the design stage. If the number of faulty bits 
exceeds the correction capability, these faulty bits cannot be 

properly corrected. Therefore, the bit error rate after ECC 
correction will increase with the number of P/E cycles and 
cannot meet the mandatory reliability specifications.

As the RBER increases, we can simply equip uniform 
protection capabilities for all codewords based on the  
worst case fault situations to achieve the required reliabil-
ity requirement. However, the equipped stronger protection  
capabilities usually incur significant hardware overhead and 
encoding/decoding latency. There are also adaptive ECC  
techniques proposed [1, 5, 12, 19,  28, 30] for solving the draw-
backs of uniform protection. The main ideas of these previous 
works include adaptively managing the length of the codeword, 
adaptively increasing the correction capability or scrambling  
faulty cells into different codewords so that the number of 
faulty bits in each codeword does not exceed the limit for 
ECC protection [19]. These studies achieve a significant  
increase in yield and reliability at a reasonable cost.

However, the conventional adaptive ECC techniques still 
has three main shortcomings which should be conquered. 
First, the data words and their extra check bits should be 
stored in two different flash pages. Therefore, additional 
read/program operations are required for flash page access-
ing and the performance will be significantly degraded. In 
other words, we should use two read operations to get the 
data words and the extra check bits and then combine them 
for decoding. Similarly, two program operations are required 
to program the data words and the extra check bits.

Second, due to the frequent programing operations for 
flash pages storing the extra check bits, it is very possible 
to run out of the limited P/E cycles and leave these flash 
pages unusable. Third, the management of protection lev-
els by using previous adaptive ECC schemes are basically 
based on the elapsed P/E cycles, which cannot reflect the 
real faulty status of codewords.

To cure these drawbacks, ECC Caching (E3C) techniques 
are proposed in this paper. For each flash page, we provide 
N protection levels (PL0 – PLN-1) based on the correction 
slack (CS) defined as the difference between the protection 
capability of the adopted ECC and the number of faulty 
bits which have been corrected for a codeword. PL0 (PLN-1) 
has the weakest (strongest) protection capability. PL0 is the 
default protection level. Therefore, the check bits (CBs) of 
PL0 are stored in the same flash pages with their correspond-
ing data words. Alternately, a specific flash memory space 
is used for storing the extra check bits (ECBs) when the pro-
tection capabilities of flash pages are upgraded above PL0. 
To ease the descriptions of the E3C techniques, we assume 
N = 4 in this manuscript.

Similar to the retrieving of the page mapping table 
(PMT), the ECBs are retrieved from the flash memory array 
and stored in the equipped ECC Cache which contains an 
ECC CAM and an ECC SRAM. The ECC CAM stores the 
physical page numbers which have been upgraded to higher 
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protection levels. The outputs of the ECC CAM is used as 
the addresses for accessing ECBs stored in the ECC SRAM. 
Owing to the accessing mechanisms of the ECC Cache, we 
do not have to access the flash memory array twice and 
thus the performance can be greatly improved. Moreover, 
the wear out of the flash pages for storing ECBs can also 
be greatly released. During power off, the ECBs in the ECC 
Cache are then written back to the assigned flash memory 
space for future usage. The corresponding hardware archi-
tecture and repair flow are also proposed. According to sim-
ulation results, the proposed E3C techniques can improve 
reliability and yield of flash memories significantly.

The main contributions of this work include:

1.	 Based on the real fault distributions of flash pages, ECC 
caching (E3C) techniques are proposed for adaptively 
correcting faulty bits in flash pages.

2.	 The concept of the correction slack is first used to deter-
mine if a flash page should be upgraded to a higher 
protection level. It can reflect the real faulty status of 
codewords.

3.	 Read and program operation flows are proposed for 
implementing the E3C techniques.

4.	 The architectures of the ECC CAM and the ECC SRAM 
are proposed for accessing and storing extra check bits, 
respectively.

5.	 Hardware architectures for implementing the proposed 
E3C techniques and a simulator are developed to evalu-
ate the repair rate, hardware overhead, yield, and reli-
ability.

The proposed techniques can be applied to SLC, MLC, 
TLC, or QLC flash memories since each flash page can be 
encoded with the proposed E3C techniques. The rest of this 
paper is organized as follows. The fundamentals of flash 
memory are presented in Section 2. The basic concepts of 
the proposed E3C techniques are described in Sect. 3. Novel 
read and program flows are presented in Section 4. The 
corresponding hardware architectures are presented in Sec-
tion 5. Simulation results are provided in Section 6. Finally, 
some conclusions are given in Section 7.

2 � Preliminaries of Flash Memory

The typical cross-sectional view of a floating-gate flash 
memory cell is shown in Fig. 1. A floating gate is inserted 
between the control gate (CG) and the substrate (B). 
Depending on the amount of charges stored on the floating 
gate, the stored logic values can be discriminated by using a 
current sense amplifier. Owing to the rapid progress of pro-
cess technologies, a flash memory cell can store a single bit 
(SLC), two bits (MLC), or three bits (TLC) of information. 

Flash cells which can stored 4 bits (QLC) are also recently 
reported [3].

For a flash cell, there are three basic operations— 
program, read, and erase operations. By using the chan-
nel hot-electron (CHE) injection and the Fowler-Norheim 
(FN) tunneling effects, charges can be injected to the float-
ing gate. For SLC, the value of the stored bit is then logic 
0. If the charges stored on the floating gate are extracted 
by applying a high voltage at the source and the induced 
FN tunneling effect, the logic value of the cell becomes 
logic 1. The read operation applies a read voltage which 
can distinguish the stored states at the control gate. The 
logic value is determined by the sensed current through the  
peripheral sensing circuitries.

Figure 2 shows the basic architecture of a typical P × Q 
flash block which contains P rows and Q columns. There 
are approximately 32 K – 64 K cells in each row controlled 
by the same wordline (WL0 – WLP-1). Each row in the flash 
block form a flash page if the SLC cells are used in the array. 
The cells in each column are chained in series to form the 
bit line BLi, 0 ≤ i ≤ Q-1, and is called a string. The basic unit 
for the erase operation is a flash block which consists of 
thousands of flash pages. Alternately, the basic unit for the 
read and program operations is a flash page. The detailed 
operations of the read, program, and the erase operations for 
the NAND flash array can be found in [3].

The architecture of a flash memory equipped with ECC is 
shown in Fig. 3. Since the I/O bus is much narrower than the 
page size, a page buffer is inserted between the ECC module 
and the flash memory array to temporarily store the data 
words and check bits. The ECC module is used for encoding 
and decoding based on the the adopted ECC codes. Before 
the data words from the I/O bus entering the flash memory 
array, data words should be encoded by the ECC module 
to sequentially generate codewords and then the generated 
codewords are stored into the page buffer. When the page 
buffer is full of codewords, the entire contents of the page 

Fig. 1   The cross-sectional view of a flash cell
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buffer are programmed into the flash page simultaneously. 
To read a flash page, all codewords of an entire flash page 
are first read out and stored into the page buffer. They are 
then decoded by the ECC module sequentially and then sent 
out to the I/O bus for usage.

The data layout of a typical flash page is shown in 
Fig. 4(a). It can be seen that the flash page is partitioned 
into the data area and the spare area and their sizes are pre-
defined by the flash memory designers. If a conventional 

uniform ECC technique is equipped, the CBs of the data 
words are stored in the spare area as shown in Fig. 4(b). 
The code rate of an ECC is defined as the ratio between 
the length of the data word and the codeword length (data 
word + check bits). The size of the spare area might be lim-
ited and cause constraints to the effective ECC code rate and 
then the error correction capability. If we want to achieve 
sufficient and complicated reliability requirements for flash 
memories, we have to boost the error correction capability 
of the adopted ECC. That is, we can adopt a low code rate 
ECC to increase the protection strength. However, the low 
code rate ECC might incur more check bits which cannot 
accommodate in the spare area as shown in Fig. 4(c). The 
exceeding part of the CBs is called the ECBs.

The locations for storing ECBs have significant impacts 
on the performance and lifetime of flash memories. The 
conventional ECC techniques store data words and ECBs 
in different flash pages. Therefore, two read or program 
operations are required when read or program a flash page, 
respectively. It is evident that the performance will be seri-
ously degraded. Moreover, the lifetime of flash pages for 
storing ECBs will also be shortened since these pages should 
be programmed more frequently.

An intuitive method to cure this problem is to extend the 
spare area of each flash page for accommodating ECBs. 
However, if we allocate sufficient spare area based on the 
worst case scenario, the incurred hardware cost will be 
intolerable. There are two categories of solutions for man-
aging the ECBs—the coupling schemes and the decoupling 
schemes [30]. Coupling schemes try to store data words, 
CBs, and ECBs as a whole. For example, one possible way 
is by shrinking the area for storing data words for each flash 
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page. Alternately, decoupling schemes store the ECBs sepa-
rately. Unfortunately, the decoupling schemes suffer from 
significant read and write performance degradation.

3 � Basic Concept of the E3C Techniques

For the proposed ECC caching (E3C) techniques, N pro-
tection levels (PL0 – PLN-1) are adaptively provided for 
flash pages. PL0 is the default protection level as shown 
in Fig. 4(b). For protection levels PL1 – PLN-1, ECBs are 
required to achieve stronger ECC protection. The higher the 
protection level, the longer the ECBs. The number of faulty 

bits can be corrected by PLi is denoted as ti, 0 ≤ i ≤ N-1. 
When a current protection level is upgraded, extra te faulty 
bits can be corrected. In other words, ti = ti-1 + te, 1 ≤ i ≤ N-1. 
The E3C architecture for a flash page with four protection 
levels (N = 4) is shown in Fig. 5.

Similar to the decoupling schemes, specific flash pages 
are reserved and used for storing these ECBs. However, 
in order to maintain the read performance and reduce the 
write amplification problem incurred in the conventional 
decoupling schemes, an ECC Cache is used for temporarily 
storing ECBs retrieved from the reserved flash pages dur-
ing power on. The ECC Cache contains two modules—the 
ECC SRAM module and the ECC CAM (Content-address-
able memory) module. The ECC SRAM module contains 
N—1 SRAMs (SRAM1 – SRAMN-1) which provide storage 
space for temporarily storing the ECBs of PLi, 1 ≤ i ≤ N-1. 
Similarly. ECC CAM module includes N – 1 CAM modules 
(CAM1 – CAMN-1) which store the mapping information for 
accessing the corresponding SRAMs. We do not have to 
equip SRAM and CAM modules for PL0 since the CBs of 
PL0 should be stored with their corresponding data words 
in the same flash pages and can be accessed simultaneously.

An example flash memory equipped with two protection 
levels (N = 2) is shown in Fig. 6. The ECC Cache contains 
only one SRAM module (SRAM1) and one CAM module 
(CAM1), which has r1 entries, respectively. That is, r1 flash 
pages are allowed to be upgraded to protection level PL1. 
The CAM module mainly stores the PPN of flash pages 
which have been upgraded to PL1. In this figure, PPN and 
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NP denote the physical page number and the total number 
of pages in the flash memory array, respectively. If we want 
to access the physical page number A generated by the flash 
translation layer (FTL) based on the page mapping table 
(PMT), the physical page number A is sent to the flash 
memory array for accessing the data word A (DWA) and the 
default incorporated PL0 check bits (CBA). The physical page 
number A is also sent to CAM1 for comparison purposes. 
Since the physical page number A has been stored in CAM1, 
it means that we have already equipped PL1 for physical 
page number A. Therefore, the generated match signal from 
the ECC CAM activates the read operation for the extra 
check bits (ECBA) stored in SRAM1. After the accessing 
operations, we can concatenate the data word DWA, CBA, 
and ECBA to form the augmented codeword.

In this work, we assume that the BCH code is adopted for 
protecting NAND flash memories. Let H denote the parity-
check matrix of the BCH code and the elements of H are 
in GF(2m). The maximum codeword length (DW + CB) is 
2m – 1. Moreover, the length of the check bits should be less 
than tm, where t denotes the number of faulty bits which can 
be corrected by the adopted BCH code. For example, if the 
length of DW is 340 bits and we want to construct the BCH 
code with t = 20 based on GF(29). The maximum codeword 
length is 29 -1 = 511 bits. The length of the CBs can be 171 
since it is less than mt which is 180. If we want to enhance 
the protection capability (increase the value of t), similar 
procedures can be used to evaluate the number of CBs. After 
enhancing the protection capability, the number of ECBs 
than can be determined.

The augmented codeword is then sent to the ECC decoder 
for decoding to generate the original data word. In this exam-
ple, we only provide two protection levels (PL0 and PL1). 
Therefore, only SRAM1 and CAM1 should be added for cach-
ing ECBs. As shown in Fig. 7, if N protection levels are pro-
vided, the ECC SRAM module contains N-1 SRAMs (SRAM1 

– SRAMN-1). For SRAMi, ri entries are provide for storing 
ECBs. That is, ri physical pages are allowed to be upgraded to 
PLi, 1 ≤ i ≤ N-1. In this figure, ECBi,j denotes the extra check 
bits stored in the jth entry of SRAMi, 1 ≤ i ≤ N-1, 0 ≤ j ≤ ri-1.

The CAM module CAMi is used for storing the PPNs of 
flash pages which have been upgraded to protection level 
PLi, 1 ≤ i ≤ N-1. The comparison results can determine if the 
protection level of a physical flash page has been upgraded. 
The architecture of the ECC CAM module is shown in 
Fig. 8 where N protection levels are provided. There are N-1 
CAMs (CAM1 – CAMN-1) in the ECC CAM module. Simi-
larly, there are ri entries in CAMi. Each CAM entry contains 
two fields PPNi,j and Vi, j,which store the physical page num-
ber and the valid bit, respectively, 1 ≤ i ≤ N-1, 0 ≤ j ≤ ri-1.

It should be noted that the flash memory cannot update 
data at the same place. If we upgrade the protection level 
during the read operation, the upgrading can only be feasible 
during the next program operation. All the read operations 
before the next program should still use the original protec-
tion level for decoding. Therefore, even we store the PPN 
of the flash page to be upgraded in an entry of the higher 
CAM module, the valid bit should be reset to 0 until the next 
program operation occurs.

4 � Repair Flow of the E3C Techniques

The read operation flow of the proposed E3C technique 
is shown in Fig. 9. When a read request is received, the 
PPN of the requested page is retrieved from the PMT in the 
FTL first. The PPN is then sent to the ECC CAM module 
to check if the PPN of the flash page to be read has been 
equipped with a higher protection level by comparing the 
PPN with all the entries in the CAM modules. If a match 
occur and the valid bit is 1, the corresponding ECB entry 
in the corresponding ECC SRAM will be read out and sent 

Fig. 7   Architecture of the ECC 
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Fig. 8   Architecture of the ECC 
CAM
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to the ECC decoder for decoding. If there are no any match 
entries in the ECC CAM, we can retrieve the data words and 
its corresponding CBs from the flash memory and send to 
the decoder for decoding directly.

After the ECC decoding, we then enter the protection level 
determination (PLD) phase. The correction slack (CS) evalu-
ation operations are used to determine the correction slack by 
subtracting the number of erroneous bits in the faulty code-
word from the correction capability of the current ECC pro-
tection level. It is evident that the number of faulty bits can be 
determined by the decoder circuitries if it does not exceed the 
protection capability. If the correction slack is lower than the 
pre-defined threshold value, it means that the accessed flash 
page is not reliable for correcting more faulty bits. Therefore, 
if we have not run out of all protection levels (PL = Maximum), 
we can upgrade the protection level for this flash page. An 
available ECB entry in the higher level SRAM module is allo-
cated for storing extra check bits for the upgraded protection 
level. Similarly, the PPN value is also stored in the PPN field 
of an empty entry in the higher level CAM module. The valid 
flag V of the new allocated CAM entry should remain 0 until 
the next program operation is applied to this physical page.

Alternately, if the PL of the accessed flash page has 
already in the highest protection level, we do not have the 
opportunity to upgrade its protection level. Therefore, the 
accessed physical flash page should be disabled and its con-
tents are moved to a fault-free flash page. If the currently 
accessed flash page still has enough correction slack, we 
do not have to upgrade the protection level and the read out 
contents can be outputted directly.

The program operation flow is shown in Fig. 10. When 
a program request is received, the PPN of the requested 
page is retrieved from the PMT in the FTL and sent to 
the ECC CAM module to check if a higher ECC protec-
tion level has been equipped for the requested page. If a 
match occurs, the match signal of ECC CAM module is 
used to determine the required ECC protection level for 
the page. The ECBs of the corresponding protection level 
will be stored into the corresponding ECB entries in the 
ECC SRAM. If the valid bit of the requested page is 0, it 
will then be set to one. It means the entry of this protec-
tion level is activated. Meanwhile, the CAM entry in the 
original CAM module will be reset to release the space in 
the ECC SRAM.

Fig. 10   Program operation flow
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5 � Hardware Architecture

The hardware architecture which can perform the proposed 
E3C techniques is shown in Fig. 11. It mainly consists of 
the BIST module, the BCH encoder/decoder, the ECC CAM 
module, the ECC SRAM module, and the control logic mod-
ule. The BIST module executes the adopted March test algo-
rithms [27] to test the flash memory array. If there are faults 
detected when testing the memory array, the conventional 
hard repair techniques [15] can be activated to repair these 
faulty cells (not shown in this figure). The roles of the ECC 
CAM module and the ECC SRAM modules are described 
in Section 3. The control logic module is used to orchestrate 
the read and program flows. We assume that the BCH error 
correction code is adopted. Therefore, the BCH encoder and 
decoder are also included in the hardware architecture.

6 � Simulation Results

6.1 � Hardware Overhead

The hardware overhead models of the proposed techniques 
are derived for the estimation. We use the number of extra 
transistors required for the estimation. Let NB and NP denote 

the number of blocks in the flash memory and the number 
of pages in a block, respectively. We assume that each page 
contains S codewords and the wordlength is WL. The num-
ber of transistor count (TCM) of the flash memory array can 
be express as:

If we use 6-transistor SRAM cells to implement the ECC 
SRAM module, the transistor count of the ECC SRAM is:

During power off, the contents stored in the ECC SRAM 
module should be restored into the flash memory for future 
usage. Therefore, the extra required number of flash cells 
(and transistor count for SLC) TCECB for storing the extra 
check bits is:

If 10-transistor CAM cells are used to implement the 
CAM modules within the ECC CAM module and each CAM 
entry contains log(NB × NP)-bit PPN field and 1-bit valid 
flag, the transistor count of the ECC CAM is:

TCM = NB × NP × S ×WL.

TCSRAM = 6 ×

N − 1
∑

i= 1

ri−1
∑

j= 0

ECB(i, j).

TCECB =

N−1
∑

i= 1

(i × te) × ri.
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Fig. 11   Hardware architecture for implementing the E3C technique
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Based on the transistor counts described above, the hard-
ware overhead (HO) of the proposed techniques can be 
expressed as:

Table 1 shows the hardware overhead of a 1-Gb flash mem-
ory. The default protection level PL0 has t0 = 4 and te = 5. We 
assume that the flash memory contains 128 blocks and each 
block contains 64 pages. The size of each flash page is 16 KB. 
Moreover, 4 protection levels (N = 4) are used in this example. 
From this table we can see that the hardware overhead is very 
low. Moreover, as the size of the flash memory increases, the 
HO can be further reduced. For the estimation of hardware 
overhead, we use the number of extra transistors required for 
the evaluation. Therefore, the improvements of repair rate and 
reliability are independent of the used architecture, technology, 
and design methodology.

Based on the models for evaluating hardware overhead, 
it is very easy to derive HO if we change the assumptions. 
Based on our evaluations, the hardware overhead is also almost 
negligible.

6.2 � Reliability Analysis

Let λ denote the failure rate of a flash cell. The reliability of a 
cell then can be expressed as

The reliability of a codeword with t-bit correction capability 
can be expressed as

Thus, the reliability of a flash page can be derived as

For a flash memory with NB blocks and NP pages per 
block, the reliabilities of a block (RB(t)) and the flash mem-
ory (RM(t)) can be expressed as

TCCAM = 10 × log2(NB × NP) ×

N − 1
∑

i= 1

ri.

HO =
TCSRAM + TCCAM + TCECB

TCM

.

RC(t) = e−�t.

RW (t) =
∑t

i= 0

�

WL

i

�

�

e−�t
�WL− i�

1 − e−�t
�i
.

RP(t) =
[

RW (t)
]S
.

For the proposed E3C technique, the reliability of a code-
word with protection level PLi, 0 ≤ i ≤ N-1 can be expressed 
as:

Thus, the reliability of a page with PLi protection can be 
derived as

As shown in Fig. 8, there are ri entries in CAMi, there-
fore, ri flash pages can be equipped with PLi protection, 
0 ≤ i ≤ N-1. The reliability of a flash memory incorporated 
with the E3C ( RE3C(t) ) technique then can be expressed as

where

The reliabilities of a 512-Mb flash memory with different 
ECC Cache configurations are shown in Fig. 12. We assume 
λ = 10–9.5/hour [21] and four protection levels are provided 
(N = 4). The wordlength of data words is 4096 bits. In this 
figure, ECC4 denotes that the memory is equipped with 

RB(t) = [RP(t)]
NP ,

RM(t) = [RB(t)]
NB .

RW_Ln(t) =

t0 + i× te
∑

j= 0

(

WL

j

)

(

e−�t
)WL− j(

1 − e−�t
)j
.

RP_Li(t) =
[

RW_Li(t)
]S
.

RE3C(t) =

N − 1
∏

i= 0

RP_Li(t)
ri ,

r0 = N
B
× N

P
−

N − 1
∑

i= 1

r
i
.

Table 1   Hardware overhead of 
a 1–Gb flash memory

r1 r2 r3 HO

16 8 4 0.0520%
64 8 4 0.1092%
256 16 8 0.3711%
1024 64 32 1.4854%

Fig. 12   Reliabilities of a 512-Mb flash memory
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uniform 4-bit error correction capability for all pages. For 
the E3C techniques, additional 5 bits of correction capabil-
ity can be provided after upgrading a protection level, i.e., 
t0 = 4, te = 5. E3C(r1, r2, r3) denotes that there are r1, r2, and 
r3 CAM entries in CAM1, CAM2, and CAM3, respectively. 
The number of entries in the CAM module of each ECC 
level can be adjusted for the tradeoff between hardware over-
head and reliability. The results show that the reliabilities 
are greatly improved with very small hardware overhead as 
shown in Table 1.

The reliability evaluation described above is based merely 
on flash memory cell failures. In a typical flash memory 
chip, there are some other circuits added such as the BIST/
BISR, ECC encoder/decoder, and the control circuit. For 
the proposed E3C techniques, we have to further include the 
ECC CAM and the ECC SRAM modules. Fortunately, the 
incurred hardware overhead is almost negligible as shown in 
Table 1. Therefore, the faults in these circuits are not taken 
into account for the evaluation of reliability. Although these 
added circuits do have slight impact on the final achieved 
reliability, however, the reliabilities of the proposed tech-
niques are much higher than that of the conventional uniform 
ECC technique as shown in Fig. 12. Therefore, if we take the 
extra circuits into account, the reliability trends are almost 
the same as shown in this figure.

6.3 � Repair Rate

Repair rate is defined as the probability of correcting all 
faulty cells. A simulator is developed for evaluating the 
achieved repair rate. In the simulation, we assume that only 
the uniform ECC techniques and the E3C techniques are used 
without incorporating any spares into the flash memory for 
a more fair comparison. We assume that the injected defects 
follow the Poisson distribution and the average defect num-
ber is 0.6. The injected fault types include single cell faults 
(SCF), faulty rows (FR), faulty columns (FC), and cluster 
faults (CF) as shown in Fig. 13. Simulation results for a 
512-Mb flash memory are shown in Table 2. The number of 
simulation instances is 50,000. We can see that the proposed 
E3C techniques have much higher repair rates than the uni-
form ECC4 technique and are very close to the uniform ECC 
with 19-bit correction capability (ECC19). In other words, 
we can have higher code rates than by using ECC19 and 
achieve nearly the same repair rates.

6.4 � Yield Analysis

Let YO denote the original yield of a flash memory without 
using any fault-tolerant techniques. Let RRE3C represent the 
repair rate using the proposed E3C techniques. The effective 
yield (EY) than can be expressed as:

Similarly, EYECCt
 denotes the effective yield if the uni-

form ECC techniques with t-bit correction capability is used. 
Therefore, EYECCt

 can be expressed as

We can get the repair rates with the simulator and the 
results shown in Table 2 to evaluate the EY values. The effec-
tive yields of a 512-Mb flash memory with Y0 = 0.95 are 
shown in Fig. 14. From this figure we can see that E3C(1024, 
64, 32) and E3C(16, 8, 4) have almost the same effective yield 
levels as ECC19 when the single faulty cell ratio is high. As 
the single faulty cell ratio decreases, E3C(1024, 64, 32) and 
E3C(16, 8, 4) have slightly less effective yield than ECC19. We 
can conclude that even we use less ECC resources, the pro-
posed techniques can also maintain sufficient effective yield.

6.5 � VLSI Implementation

We use TSMC Artisan 90 nm 1P9M technology to imple-
ment the hardware architecture shown in Fig. 11 (the flash 
memory array is not included). The related materials of this 
process technology can be easily accessed through the sup-
port of Taiwan Semiconductor Research Institute (TSRI). 
The ECC SRAM and the page buffer are implemented 
with Artisan memory compiler. The page size is 8 KB. The 
entries in the CAM module and the SRAM module are 1024
、64、32 for PL1, PL2, and PL3, respectively. According to 
the synthesis results, the operation frequency can achieve 
up to 200 MHz. The ECC SRAM and ECC CAM occupy 
26% and 18% of the total chip area, respectively. If we also 
consider the large flash memory area, the hardware overhead 
can be significantly reduced as shown in Table 1. The core 

EYE3C = Y0 +
(

1 − Y0
)

× RRE3C.

EYECCt
= Y0 +

(

1 − Y0
)

× RRECCt
.

Orthogonal 
Fault Faulty ColumnFaulty Row Cluster Fault

SAF 1 SAF 0 Random Fault

Fig. 13   Injected fault types
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area and the chip area are 2,698,050 �m2 and 4,788,239 �m2 , 
respectively. The detailed specifications of the designed chip 
are shown in Table 3. Besides the internal core circuitries, 
the chip area also includes the area of I/O pads.

Latency and power consumption evaluations are also 
important for the proposed techniques. Fortunately, the encod-
ing/decoding latency will not be sacrificed since the highest 
protection level can be designed with the required protection 
capability of the uniform ECC. Moreover, the latency of the 
ECC cache is much lower than program/read the flash mem-
ory. The ECC cache does not located on the critical path for 
accessing the flash memory. Therefore, the original latency 
can be maintained. For power consumption, the encoding/
decoding circuitries will not incur extra power consumption. 
The reason is the same as for latency evaluation. 

Table 2   Repair rates of a 512-
Mb flash memory

Fault Type (%) Repair Rate

SCF FC FR CF ECC4 ECC9 ECC14 ECC19 E3C
(16, 8, 4)

E3C
(1024, 64, 32)

80 10 5 5 0.788 0.858 0.921 0.959 0.957 0.959
70 15 10 5 0.606 0.723 0.830 0.917 0.909 0.913
60 15 15 10 0.472 0.604 0.748 0.868 0.861 0.863
50 20 20 10 0.370 0.509 0.676 0.826 0.825 0.826
40 25 25 10 0.296 0.434 0.606 0.803 0.785 0.788
30 25 30 15 0.240 0.373 0.555 0.768 0.752 0.752
20 30 35 15 0.197 0.325 0.501 0.720 0.702 0.719

 Fig. 14   The effective yields 
of a 512-Mb flash memory 
(Y0 = 0.95)

Table 3   Specifications of the designed chip

Process TSMC 90 nm 1P9M

Operation Frequency 200 MHz
Core Voltage 1.0 V
Total Gate Count 865,814 (100%)
Page Buffer Gate Count 175,128 (20%)
ECC Encoder/Decoder
Gate Count

255,953 (30%)

ECC CAM Gate Count 226,367 (26%)
ECC SRAM Gate Count 157,797 (18%)
Miscellaneous 50,570 (6%)
Core Area 2,698,050 �m2

Chip Area 4,788,239 �m2
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7 � Conclusion

E3C techniques are proposed for reliability and yield 
enhancement of flash memory. Instead of applying a uni-
form and strong ECC for each flash page, we adaptively 
increase the protection capability by using the inherent 
on-line monitoring ability of ECC. In other words, we 
on-line evaluate the correction slack for each flash page. 
When the correction slack is below the specified thresh-
old, we then upgrade the protection level until the highest 
level is reached. Experimental results show that the reli-
ability and repair rate can be improved significantly with 
negligible hardware overhead. The proposed techniques 
can also solve the write amplification problem incurred in 
the conventional adaptive ECC techniques. Moreover, the 
performance penalty can also be eliminated.
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