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Abstract
Test sets that target standard fault models may not always be sufficient for detecting all defects. To evaluate test sets for the 
detection of unmodeled defects, n-detect test sets (which detect all modeled faults at least n times) have previously been 
proposed. Unfortunately, n-detect test sets are often prohibitively long. In this paper, we investigate the ability of shadow 
flip-flops connected into a MISR (Multiple Input Signature Register) to detect stuck-at faults fortuitously multiple times 
during scan shift. We explore which flip-flops should be shadowed to increase the value of n for the least detected stuck-at 
faults for each circuit studied. We then identify which circuit characteristics are most important for determining the cost of 
the MISR needed to achieve high values of n. For example, circuits that contain a few flip-flops with upstream fault cones 
that cover a large percentage of all faults in the circuit can often achieve high n-detect coverage fortuitously with a low-cost 
MISR. This allows a DFT engineer to predict the viability of this MISR-based approach early in the design cycle.

Keywords DFT · n-detect · Stuck-at faults · Scan shift capture · Defect coverage · MISR · Fault cone

1 Introduction

Abstract models of defects, known as faults, are generally 
targeted deterministically during test pattern generation. 
Historically, the most commonly used fault model has been 

the stuck-at fault. With new defect mechanisms and more 
stringent quality requirements, the number of fault models 
has increased. More and more fault models, such as bridges, 
opens, transition faults, and path delay have appeared. While 
most of these fault models have focused on the intercon-
nections between gates or standard cells in a design, more 
recently the cell-aware fault model [10–12, 16–19, 21, 31] has 
been proposed to better model the types of defects that may 
occur within standard cells. This model uses layout informa-
tion from the standard cells to identify potential defect loca-
tions and analog circuit analysis to determine defect behavior. 
The detection conditions are then abstracted to logic values 
at the inputs to the standard cell that can be targeted with 
a traditional ATPG tool. For example, the authors of [11] 
successfully applied cell-aware test on an advanced library 
with their library characterization tool flow. Based on lay-
out information, [12] optimized cell-aware test by indicating 
realistic locations of open defects and short defects. In a later 
work, [31] saved test time by not simulating defects at the 
analog level for a given pattern if that pattern cannot detect 
the defect at the logic level. In addition, several probabilistic 
approaches have been described, for example, pseudo-random 
and weighted random testing in [49]. Such approaches are 
commonly used for Logic Built-In Self Test (LBIST).

In addition to the probabilistic and deterministic 
approaches described above, a combination of these two 
methods is n-detect—where each modeled fault (e.g. stuck-at 

Responsible Editor: P. Girard

 * Hui Jiang 
 huij@smu.edu

 Fanchen Zhang 
 fanczhan@cisco.com

 Jennifer Dworak 
 jdworak@mail.smu.edu

 Kundan Nepal 
 kundan.nepal@stthomas.edu

 Theodore Manikas 
 manikas@lyle.smu.edu

1 Electrical and Computer Engineering Department, Southern 
Methodist University, 6425 Boaz Lane, Dallas 75205, TX, 
USA

2 Cisco Systems, Inc., Cisco Building 16, 3700 Cisco Way, 
San Jose 95134, CA, USA

3 Electrical and Computer Engineering Department, University 
of St. Thomas, 2115 Summit Ave, St Paul 55105, MN, USA

4 Computer Science Department, Southern Methodist 
University, 6425 Boaz Lane, Dallas 75205, TX, USA

http://orcid.org/0000-0003-4912-4023
http://crossmark.crossref.org/dialog/?doi=10.1007/s10836-023-06060-z&domain=pdf


228 Journal of Electronic Testing (2023) 39:227–243

1 3

fault) is detected at least n times during test. The reasoning 
behind the n-detect approach arises from the realization that 
for the detection of any fault or defect, excitation (generating 
an error at the defect site) and observation (propagating the 
error to an observable output or scan cell) must be satis-
fied. The excitation requirements change from one type of 
fault or defect to another. However, the common requirement 
for detecting any fault or defect at a circuit site is that the 
value at that site must be observed [14]. Stuck-at faults are 
especially useful targets for n-detect because detecting all 
stuck-at faults at least n times guarantees that every circuit 
site is observed at least 2n times: n times when the site value 
is one and n times when the site value is zero. Thus, target-
ing stuck-at faults multiple times increases the chance of 
the excitation requirements of an unknown and unmodeled 
defect being fortuitously met while the site is observed—
hopefully leading to detection of the unmodeled defect.

Even though the methods mentioned above can increase 
fault coverage, all of these deterministic and probabilistic 
techniques may lead to large test volume, and correspond-
ingly, long test time. The authors of [17] have previously 
shown that on average a 49% increase in pattern count was 
required when compared to a normal stuck-at test set when 
“cell-internal defects” and “traditional cell port faults” 
were targeted in ten industrial circuits. The same paper also 
showed that an average 2.5% increase in defect coverage 
was possible if a test set of the same length as a stuck-at 
test set was optimized for cell-aware fault detection. On the 
other hand, test sets generated for n-detect also require a 
significant number of additional patterns—especially for 
high values of n.

While many test compaction and compression approaches 
have been proposed to reduce test pattern counts and test 
data volume, alternative methods have enhanced Design for 
Testability (DFT) circuitry to try to make faults easier to 
detect. Common approaches include the use of test points 
to enhance the observability or controllability of lines in the 
circuit. For example, the authors of [34] used a method to 
capture test responses during scan shift that used test points 
to tap internal signals. They employed a technique that uses 
both observation scans and control points. Other approaches 
try to increase the flexibility of the flip-flops and scan chains 
in the design to control and capture data during test. For 
example, a test-per-clock approach was proposed in [35] that 
adds a multiplexer and XOR gate to every flip-flop in the 
design so that different chains may be in one of three modes 
during test: stimulus, compaction, or mission mode.

In [51], we proposed a method where a selected set of 
shadow flops was combined into a MISR (Multiple Input 
Signature Register) to detect cell-aware faults by capturing 
data during scan shift. Capturing data during shift allows a 
large increase in the number of effective testing clock cycles 
with no increase in the actual test time. Our experiments 

showed that a significant fraction of the detectable static 
cell-aware faults that would otherwise be missed by a stuck-
at test set could be captured during scan shift—reducing the 
number of additional patterns needed to achieve full cell-
aware coverage.

As a bonus of the shift cycle capture approach we intro-
duced in [51], in [24], we explored the ability of the same 
DFT structure to also increase the value of n for a stuck-at 
test set. In particular, we showed that, for some circuits, even 
with a very low percentage of flip-flops shadowed in the 
MISR, the detection counts of stuck-at faults that might have 
been detected only once with the original test set increased 
their detection count by at least a factor of ten. Such an 
increase could significantly improve the ability of test to 
detect untargeted faults and unmodeled defects.

In this paper, we aim to identify better flip-flop selection 
methods to improve the percentage of the originally low-
detected faults that gain extra detections with the MISR. 
Larger MISRs that include more shadow flip-flops also 
require more routing and loading on internal circuit nodes. 
Thus, in addition to considering using the flip-flops selected 
for maximum cell-aware fault coverage in [51] in the MISR, 
we also propose three alternative flip-flop selection meth-
ods. Furthermore, our previous work has shown that the 
trade-off between flip-flop overhead and fault coverage 
can vary significantly from circuit to circuit. Thus, we also 
explore multiple ways of quickly determining whether or 
not a circuit is amenable to the proposed approach. Because 
the detection of the faults with the MISR relies on fortuitous 
detection, we explore the error introduced when testability 
is estimated using the random pattern simulation function-
ality in a commercial tool instead of simulating the actual 
“intermediate” patterns (i.e. the values that appear in the 
scan chain when the next ATPG pattern has only partially 
been shifted in). We will show why the easier-to-implement 
random pattern simulation serves as a useful approximation 
of the fault coverage that is likely to be achieved. Then, the 
ability of fault cone analysis to reveal fault testability and 
to indicate the hardware overhead needed for good fault 
coverage will be investigated. We will show that the fault 
cone analysis results further explain the different fault cov-
erages and hardware overheads across circuits seen in this 
paper and in [24].

The rest of this paper is organized as follows. Section 2 
describes some previous work in n-detect testing and fault 
cone analysis. Section 3 reviews the DFT modifications 
described in [51] for detecting static cell-aware faults and 
the experimental results we achieved in [24]. Section 4 
describes the experimental setup of this paper, shows simu-
lation results, and performs fault cone analysis to explain 
the simulation results we obtained, as well as the effect of 
circuit characteristics on the proposed scan chain enhance-
ment. Section 5 concludes the paper.
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2  Previous Work

The difficulty of ensuring that all potential defects are well-
modeled and targeted has led many researchers to explore 
n-detect testing [1, 2, 5–9, 13, 14, 22, 25–28, 32, 33, 36–42, 
47–49, 52].

Stuck-at faults have relatively simple excitation require-
ments. In particular, to excite a fault P stuck-at 0, a logic 1 
must be placed at site P. In contrast, to excite fault P stuck-at 1, 
a logic 0 must be present at site P. Other types of static faults, 
such as bridges and cell-aware faults generally require the 
detection of a stuck-at fault to occur, with some extra condi-
tions that need to be simultaneously satisfied. For example, 
in the case of a dominating bridge, the extra condition corre-
sponds to the logic value at the other bridged site. In the case 
of a cell-aware fault, extra conditions may correspond to extra 
logic values that must be set at the inputs of a standard cell.

As a result, the test space (i.e. set of input patterns) that 
detects a static defect at a circuit site is often a subset of 
the patterns that detect a stuck-at fault at the same site. If 
multiple patterns are chosen randomly to detect the stuck-at 
fault multiple times (n-detect), the chance that at least one 
of them will also detect the untargeted faults or unmodeled 
defect increases. The more patterns that detect the stuck-at 
fault, the higher the probability is. This is the fundamental 
reason why higher values of n can improve defect detection.

Many researchers have investigated different aspects 
of n-detect test sets [1, 2, 5–9, 13, 14, 22, 25–28, 32, 33, 
36–42, 47–49, 52]. The authors of [32] performed experi-
ments on small physical circuits and found that no defects 
were missed when all stuck-at faults were detected at least 
15 times and tests were applied at rated speed. The authors 
of [14] explained why n-detect test sets could be more effec-
tive due to the increasing number of site observations. The 
authors of [2] showed that the effectiveness of n-detect tests 
would increase if the layout were considered, and if the logic 
values in the physical neighborhood around a signal line 
were varied during additional detections. This was followed 
by experiments on physically-aware n-detect test sets applied 
to industrial circuits in [28]. The authors of [37] also inves-
tigated ways of varying the test patterns by using different 
propagation paths for different detections of the fault.

Other papers have looked at the value of adding one more 
detection for various values of n and showed that additional 
detections for small n are much more important than addi-
tional detections for large values of n [5, 6]. In fact, the value 
of additional detections decreases exponentially as the value 
of n increases [6]. Similarly, [42] looked at four definitions 
to measure the degree to which test quality began to saturate 
as the value of n increased. The generation of test sets that 
target the stuck-at faults detected rarely by a one-detect test 
set n times and target other faults until they are detected at 

least m times (1 ≤ m < n) for detection of four-way bridging 
faults was studied in [38].

Analysis of test set sizes for n-detect test sets and ways 
of reducing those sizes were explored in [1, 8, 13, 22, 26, 
27, 39–41, 52]. For example, [41] reordered the test patterns 
so that the first K patterns would increase unmodeled fault 
coverage (bridging faults and transition faults in the paper). 
This would allow the end of the pattern set to be truncated 
if necessary (e.g. when the entire set did not fit in the tester 
memory) while maximizing the quality of the remaining set.

An integer linear programming (ILP) algorithm for mini-
mizing test set size was proposed in [26]. Later, in [22], 
another heuristic method was also applied to reduce the test 
set. In [39], for n-detection of transition faults, stuck-at fault 
patterns were reordered and selected to obtain n-detect tran-
sition coverage for the desired value of n. A test set genera-
tion method based on fault dominating relations was also 
proposed in [40] to reduce n-detect test size. Moreover, an 
Embedded Multi-Detect (EMD) ATPG Algorithm that uti-
lizes the don’t-care bits to achieve additional multiple detec-
tions of faults (stuck-at and bridging in the paper) without 
increasing the test set size beyond that of the original one-
detect ATPG test set was described in [13]. Their approach 
is similar to the guaranteed and desired n-detect test set 
generation that has become available in some commercial 
software tools. However, because the number of don’t care 
bits is reduced, the authors of [13] note that it will do less 
well in the presence of an on-chip decompressor. With extra 
hardware overhead, using logic implications for n-detect test 
set reduction was also investigated in [1]. However, [52] 
showed that ATPG tools trying to maximize the number of 
detections in a pattern could be biased against meeting some 
types of excitation conditions if those conditions were likely 
to prevent additional site observations.

Other papers have explored the use of weighted pseudo-
random BIST for n-detect [49] and the relaxation of n-detect 
test patterns to increase the number of unspecified don’t-care 
bits that can later be used for other applications such as low 
power or test compression [36]. The use of n-detect test sets 
for multiple-fault diagnosis was considered in [47, 48].

Meanwhile, fault cones have previously been studied 
in the context of multiple applications (e.g. [3, 9, 23, 29, 
30, 37, 44, 46]). For example, based on fault cones, [37] 
proposed a new method to obtain various distinct propaga-
tion paths for faults for n-detect. The authors of [29, 30] 
used a fault cone technique to investigate internal struc-
tural information of the circuit to help identify failing scan 
cells for more accurate fault diagnosis. The authors of [44] 
introduced a method to test failures caused by replacing or 
cascading gates incorrectly in reversible circuits with fault 
cones. The researchers in [46] investigated extra constraints 
during test generation i.e. constraints for timing exceptions 
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to ensure the correctness of the pattern set) to improve test 
coverage decreased by timing exceptions, where fault cones 
helped in finding the hard timing exceptions. The authors of 
[23] graded the extent of strong fault-secureness with fault 
cone analysis (no fault-masking or path-sensitization if the 
fault cone sets are disjoint) for circuit robustness based on 
the detectability of faults. Similarly, also for robustness, in 
[3], an online fault-space pruning method for fault injection 
had been proposed. Analysis was performed by exploring 
the fault propagation to the next clock cycle state and fault 
masking with the circuit logic elements’ fault cones.

This paper complements this previous work and will 
explore how our previously proposed DFT approach targeted 
toward cell-aware fault detection [51] can also improve the 
number of stuck-at fault detections with no increase in pat-
tern count. In addition to the method applied in [24], the 
effect of four flip-flop selection methods and two types of 
patterns will be studied for the creation of the MISR in our 
DFT enhancement circuitry. Two of the flip-flop selection 
methods will use fault cones to reduce the time required to 
make the selection. Then, fault cone analysis will be further 
applied to study the circuit characteristics that influence 
whether a particular circuit is well-matched to our proposed 
approach [24]. This analysis will also apply to the results 
obtained in [50, 51] regarding the number of flip-flops that 
had to be shadowed in the MISR for five different circuits.

3  Detecting Defects Using a MISR Structure 
During Scan Shift

Unfortunately, much of the time and power expended dur-
ing test are not directly used to detect defects. For example, 
a significant fraction of all testing clock cycles are gener-
ally not used for detecting defects when test sets are applied 
using scan chains. Instead, those clock cycles are devoted to 
shifting the next pattern into the chain while shifting out the 
previous pattern’s capture data. Moreover, during scan shift, 
the circuit logic is generally not isolated from the chains, 
which generates a significant amount of toggling of the inter-
nal circuit sites during shift and leads to extra power draw 
during shift.

Previously, researchers have tried multiple approaches to 
try to reduce the clock cycles and power wasted during shift. 
This includes attempts to create multiple shorter chains 
(which may be fed by an on-chip decompressor) and thus 
reduces the shifting clock cycles (e.g EDT structure in [43] 
and Illinois Scan architecture in [4]). Similarly, the authors 
of [15] have applied this concept to IJTAG by having mul-
tiple chains shifting in parallel. Adjacent fill and other low 
power shift approaches have also been proposed to reduce 
the test power [45].

However, even with the optimizations above that reduce 
the length of the chains, some shift cycles are still needed—
and that time and power expended during shift are still 
“wasted” from the perspective of detecting new, as yet unde-
tected, defects. Thus, in our previous work, we devised a 
DFT approach to detect defects during scan shift.

Essentially, the values in the chain in the middle of the 
shifting procedure each form an “intermediate pattern” that 
can be used for defect detection. However, to capture test 
results without overwriting the pattern being shifted in, some 
additional circuitry is needed to capture the results. Therefore, 
in [51], we used a MISR to capture data during scan shift for 
fortuitous cell-aware fault detection. High percentages (90% 
or more) of missed cell-aware faults were detected for all but 
one of the circuits we studied during scan-shift of stuck-at test 
patterns. The remaining circuit had almost 60% detection of 
the missed cell-aware faults during scan shift.

An example of this DFT-based approach is shown in 
Fig. 1 in the presence of an on-chip decompressor and 
compactor. While patterns are shifting into the scan chain, 
responses of the circuit are taken as inputs to a MISR, as 
shown in Fig. 1. We refer to the flip-flops in the MISR as 
shadow flops because their values are partially determined 
by the data that would normally be captured by the func-
tional circuit flip-flops in normal mode, as opposed to shift 
mode. Of course, the data in each shadow flip-flop is also 
determined by the other values and feedback in the MISR.

Capturing data in the shadow flops that form the MISR 
instead of the original chain allows the original pattern/results to 
be kept, while results for intermediate patterns can be collected 
in the MISR. Moreover, the MISR makes it possible to obtain 

Fig. 1  Selected scan flip-flops are “shadowed” in a MISR so that a sig-
nature can be collected using intermediate shift data as test patterns
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a single signature that combines test results over multiple scan 
shift cycles without saving the entire test data volume. Of course, 
good circuit simulation of the shift cycles that are used to cap-
ture test results must be performed and used to obtain the good 
circuit signature for the MISR. To save on simulation cost, it is 
possible to capture data only on a sample of all shift cycles, with 
a potential corresponding decrease in fortuitous fault coverage.

Given that intermediate shift stuck-at patterns are capable 
of detecting cell-aware faults fortuitously, it is reasonable to 
assume that these intermediate patterns can also detect other 
faults and unmodeled defects. In particular, previous work 
[24] has shown that the approach introduced in [51] can 
also significantly increase the number of times each stuck-at 
fault is detected, even for faults detected only a few times 
by a stuck-at test set. As previously discussed, the number 
of times a stuck-at fault is detected is important because 
each detection provides an additional chance of meeting the 
additional excitation requirements for detecting an unmod-
eled defect at a fault site above and beyond those needed for 
the detection of the stuck-at fault itself.

While [24] showed that the number of additional detections 
of stuck-at faults achievable with a MISR selected for the pur-
pose of detecting cell-aware faults during scan shift was large, 
several questions remained to be answered. For example, [24] 
did not consider the possibility that even more detections could 
be achieved with a MISR designed to maximize the detections 
of stuck-at faults (instead of cell-aware faults) during shift. 
Moreover, the selection method was extremely time consum-
ing and it required the explicit generation and simulation of the 
actual intermediate patterns—requiring a test set to be available 
as well. Thus, to explore better sets of flip-flops to be shadowed 
in the MISR and to estimate the percentages of improved stuck-
at faults without long simulation time and intermediate pattern 
generation, three more flip-flop selection methods are studied 
in this paper. To save fault simulation time, fault cone analysis, 
which reports the flip-flops to which faults propagate, was used 
for this selection. To avoid the intermediate pattern generation 
procedure, random patterns were applied instead.

In addition, [24] showed that different circuits required 
significantly different overheads to achieve the desired addi-
tional detections. Fault cone data that explains the differ-
ence and an approach that could be used to predict whether 
a particular circuit was amenable to a low-cost MISR were 
not presented. Thus, the following sections will also present 
experimental results that explore these questions.

4  Experimental Procedure and Results

Experiments in this paper were run on five circuits 
obtained from Opencores.org [20]. Table 1 shows the char-
acteristics of each circuit (number of flip-flops in column 

2, number of stuck-at faults in column 3, number of stuck-
at ATPG patterns in column 4, and number of intermediate 
patterns in column 5).

The overall procedure for data collection in this paper 
is shown in Fig. 2. Applying the procedure with stuck-at 
ATPG patterns and intermediate patterns will be illus-
trated first as an example. Then, the procedure with ran-
dom patterns will be introduced.

First, stuck-at ATPG patterns were obtained using a 
commercial tool, and intermediate patterns were extracted 
using methods introduced in [51]. Each intermediate pat-
tern is a combination of part of a new shift-in pattern and 
data captured from the circuit during the previous test. 
For example, a scan chain with m flip-flops corresponds 
to m − 1 intermediate shift patterns for each pattern shifted 
into the circuit under test (CUT). The number of patterns 
simulated for each circuit is shown in Table 1.

Then, to select the set of flip-flops to be shadowed in 
the MISR in an efficient and effective manner, ordered 
lists of flip-flops were generated with four methods. All 
four methods for flip-flop selection are listed in Table 2. 
For each method, flip-flops were sorted in the order of the 
number of faults covered by each flip-flop in the circuit 
from maximum to minimum. Method 1 will be used as 
an example to explain the experimental procedure. Then, 
simulation results with all four flip-flop selection methods 
and two types of patterns will be shown. More details of 
Method 2, 3 and 4, and the other type of pattern will be 
explained later.

4.1  Flip‑flop Selection for Maximum Cell‑Aware Fault 
Coverage (Method 1) and Experimental Procedure

Method 1 corresponds to the flip-flop selection method 
introduced in [51]. With Method 1, flip-flops were selected 
for maximum coverage of detectable cell-aware faults that 
would not be fortuitously detected by the stuck-at ATPG 
test patterns applied in the normal way. The following 
greedy algorithm was used to select the flip-flops. First, 
through fault simulation of stuck-at ATPG patterns and 
the corresponding intermediate patterns, lists of cell-aware 
faults detectable at each flip-flop were obtained. Then, the 

Table 1  Characteristics of Circuits

Circuit # of # of Stuck # of ATPG # of Intermediate
Flip-Flops -At Faults Patterns Patterns

Quadratic 120 8166 36 1044
Des56 193 13788 119 2856
Fm_rec 501 19888 406 10962
Colorconv 584 38518 98 3136
Fpu 5231 297358 538 17216
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flip-flops were sorted by the number of cell-aware faults 
they could detect from maximum to minimum. The flip-
flop at the top of the list with the highest cell-aware fault 
detections would be selected to be shadowed in the MISR. 

After that, faults covered by the selected flip-flop would be 
removed from the fault list. The remaining flip-flops would 
be resorted in the order of number of cell-aware faults they 
could detect that were still included in the fault list. The 

Fig. 2  Experimental Flowchart

Table 2  Methods for Selecting Flip-Flop Lists to Be Shadowed in the MISR

Method Reporting Fault List Selection Flip-Flop Full Fault List

1. Selected for Max Cell-Aware Fault Coverage Simulated with all 
stuck-at ATPG 
and intermediate 
patterns

Greedy algorithm Cell-aware faults that can be detected by cell-
aware ATPG patterns but missed by stuck-at 
ATPG patterns

2. Selected for Max Stuck-At Fault Coverage Simulated with all 
stuck-at ATPG 
and intermediate 
patterns

Greedy algorithm Stuck-at faults that can be detected by stuck-at 
ATPG patterns

3. Selected from Fault Cone Report without 
Considering Overlap

Fault cone report Sorting based on 
Uncontrolled (UC) 
faults

N/A

4. Selected from Fault Cone Report Considering 
Overlap

Fault cone report Greedy algorithm All unique UC faults reported to D pins of all FFs
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process would continue until the desired coverage was 
achieved or all flip-flops are selected. If the fault list became 
empty before the required number of flip-flops were selected, 
then the remaining flip-flops were selected in order from the 
last available sorted list. Thus, an upper bound for hardware 
overhead occurs when 100% of the flip-flops are shadowed.

Although Method 1 selects the flip-flops based upon cell-
aware fault detections, we are still interested in the ability of 
the MISR to detect stuck-at faults multiple times. As a result, 
all stuck-at ATPG patterns generated by the commercial tool 
were simulated with the entire scan chain being used for 
fault detection. This provided the normal fault detection 
number for all of the stuck-at faults. Then, the intermediate 
patterns (no stuck-at ATPG patterns included) were also sim-
ulated with flip-flops shadowed in the MISR, while all flip-
flops that would not be included in the MISR were masked. 
This ensured that only the shadowed flops could be used 
for fault detection. The sum of these two detection num-
bers for each fault corresponds to the total detection number 
achieved during test using scan shift with the MISR. The 
experiments were run with the same hardware overheads for 
all circuits, i.e. 1%, 2%, 4%, 8%, 16%, 32% and 100% (the 
number of flip-flops to be shadowed was rounded up). The 
number of extra detections of each of these faults when the 
MISR was used was calculated. Then, the percentage of the 
hard-to-detect faults whose detection counts increased was 
calculated for each MISR hardware overhead.

It has previously been shown that the circuit locations 
with the lowest stuck-at fault detection numbers are most 
like to contribute to test escapes (e.g [1, 8, 9, 27, 32, 33, 
40]). Thus, we focused on faults that would be detected only 
1 to 15 times ([8, 32]) without the use of MISR. The number 
of extra detections of each these faults when the MISR was 
used was calculated. Then, the percentage of the hard-to-
detect faults whose detection counts increased was calcu-
lated for each MISR hardware overhead.

Figure 3 shows simulation results for the five different 
circuits. Each sub-figure (a), (b), (c), (d), and (e) of Fig. 3 
corresponds to a different circuit. The x-axis corresponds to 
the hardware overhead of the MISR, and the different bars 
correspond to the different methods of selecting and analys-
ing the flip-flops to be included in the MISR. The data for 
Method 1 as described above corresponds to the first bar on 
the left of each overhead cluster.

As can be seen in Fig. 3, with Method 1, at least some 
of the low-detected faults are detected more times for all of 
the hardware overheads. Obviously, as the hardware over-
head increases, the number of faults whose detection count 
increases goes up as well. However, even with only 1% hard-
ware overhead, the number of faults whose detection counts 
increase is usually significant.

Having a MISR can give rise to aliasing, which can 
lead to faults in the circuit being masked when the faulty 

signature is equal to the correct signature. Note that in this 
paper, we have not quantified the degree to which alias-
ing in the MISR would lead to some missed stuck-at fault 
detections. However, experiments performed by our group in 
[50] showed very low aliasing for cell-aware faults for those 
simulated MISRs.

As shown in Table 3, with the flip-flops selected for maxi-
mum cell-aware fault coverage (column 2), 0 to 4 cell-aware 
faults were missed (column 4), which were negligible given 
that thousands of faults were present in the circuits (column 
3). We do not anticipate that aliasing would lead to a signifi-
cant reduction in stuck-at fault detections either unless the 
MISRs become very small.

4.2  Flip‑flop Selection for Maximum Stuck‑At Fault 
Coverage (Method 2)

Method 1 selected the flip-flops based on cell-aware fault 
coverage. In Method 2, we investigated the effect of tar-
geting the stuck-at faults instead. Thus, similar to Method 
1, Method 2 used the greedy algorithm to iteratively select 
flip-flops. However, the selection was based on stuck-at fault 
coverage. Because the goal was to increase the number of 
times that each stuck-at was detected, the full stuck-at fault 
list was targeted with this method.

The corresponding results for Method 2 with intermedi-
ate patterns correspond to bar 3 of each hardware overhead 
cluster in Fig. 3. The figure shows that the percentage of 
low-detected stuck-at faults detected with the shadow flops 
is generally higher than Method 1 when stuck-at faults are 
targeted in the flip-flop selection method when at least 2% 
hardware overhead is used. However, this is not always true 
for a hardware overhead of 1%. This is likely due to the 
fact that all stuck-at faults were targeted during flip-flop 
selection. Because Method 1 targeted cell-aware faults not 
detected by the ATPG test set, the targeted cell-aware faults 
were more likely to be present at hard-to-observe circuit 
locations. These correspond to the same locations that are 
likely to have few stuck-at fault detections. Thus when the 
allowed overhead of the MISR is small, it is important 
to target the least detected stuck-at faults if the goal is to 
achieve better stuck-at n-detect fault coverage of the least 
detected faults.

To show more detail of how Method 2 can improve the 
number of detections of the low-detected stuck-at faults, 
average detection numbers are shown in Fig. 4. Faults are 
grouped by the original detection number without the MISR. 
Thus, the x-axis corresponds to the original detection num-
ber (1-15) with the stuck-at ATPG patterns. A smaller origi-
nal detection number means that the extra detections that 
can be achieved with the MISR are more important. In fact, 
in [6], it was shown that the value of an additional observa-
tion of a circuit site with few observations (and therefore 
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few stuck-at fault detections) decreases exponentially as the 
number of current observations increases. Thus, for exam-
ple, going from 14 to 15 observations is less valuable than 
going from 1 to 2 observations, but more valuable than 
going from 100 to 101.

On the y-axis, average detection numbers are shown 
after inserting the MISR with flip-flop selection overheads 
that correspond to the overheads from Fig. 3. The y-axis 
is log scaled to better show the increases corresponding to 
the smallest detection numbers. For most of the circuits, 
even the lowest original detection group (i.e. 1 detec-
tion) gains at least one and often significantly more than 

one additional detection on average even for 1% flip-flop 
overhead. The lowest average detection number for the 1% 
flip-flop overhead MISR appears in Colorconv and is 1.8 
detections on average.

4.3  Flip‑flop Selection from Fault Cone Results 
(Methods 3 and 4)

Even though Methods 1 and 2 can improve the detection 
number of low-detected stuck-at faults, the simulation time 
required for these two methods is considerable. This is partly 
due to the limitations of the software tool we used, which 

Fig. 3  Percent of Low-Detected 
Faults that Gained Extra Detec-
tions with the MISR
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Fig. 3  (continued)
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required the simulations of the intermediate patterns to be 
repeated for each flip-flop to determine which faults were 
detected at the individual flip-flops for flip-flop selection. 
(If internal support were provided by the software to obtain 
this data directly in a single simulation, it would be much 
quicker.) To quickly estimate the effect of the MISR with-
out spending as much simulation time as was required with 
Methods 1 and 2, fault cone methods (Method 3 and Method 
4) are proposed. For example, for the largest circuit that we 
tested (circuit Fpu), Methods 1 and 2 required a few days of 
per flip-flop simulation using the software we had available, 
while the fault cone report only required a few minutes.

Fault cone methods generate detectable fault lists based 
on circuit structure. Faults reported to the D pin of a cer-
tain flip-flop means that the D pin of this flip-flop is in the 
downstream cone of influence of the faults reported. In 
other words, it may be possible for these faults to be propa-
gated to this flip-flop and to be captured in this flip-flop 
during test or simulation. Thus, fault cone results show the 
possibility of flip-flops detecting faults. According to our 
fault cone report of the five experimental circuits ([20]), 

six fault classes were reported, i.e. ATPG_Untestable 
(AU), DET_Implication (DI), TIed (TI), UNControlled 
(UC), UNUsed (UU), Blocked (BL) faults. Based on the 
definition of these fault classes, we considered only UC 
faults to be potentially detected with pattern stimulus. 
Thus, we considered the UC fault number as the detection 
metric for the fault cone method.

Method 3 sorted flip-flops based on the number of UC 
faults reported to each flip-flop, regardless of overlap among 
fault lists of flip-flops. In contrast, Method 4 sorted flip-
flops according to number of uncovered UC faults in the 
full UC fault list of the circuit from maximum to minimum 
and used the greedy algorithm from Methods 1 and 2 for 
selection. This meant the faults already covered by selected 
flip-flops would be removed from the target UC fault list.

Although the fault cone method was employed to avoid 
simulation while selecting the flip-flops for Methods 3 and 
4, to determine the real effect of these methods, simula-
tion was done to evaluate their effectiveness. Results with 
intermediate patterns are shown as bar 5 of each hardware 
overhead sample cluster in Fig. 3 for Method 3, and bar 7 
for Method 4. Both Methods 3 and 4 yield lower values for 
the percentage of improved faults than Method 2. However, 
the fault cone method is much quicker. Because it uses the 
greedy algorithm that considers which stuck-at faults have 
already been detected and removes them from the fault list, 
the results are better for Method 4 than for Method 3 for 
most of the circuits (i.e. except for the circuit Colorconv). 
The results for Colorconv may be due to the fact that fault 
cone analysis can be a less accurate way to estimate fault 
detections versus simulating with a pattern stimulus.

Fig. 3  (continued)

Table 3  Cell-aware faults missed due to MISR aliasing

Circuit Flip-flops in 
MISR

# of Cell-
Aware Faults

# of Missed Cell-
Aware Faults

Quadratic 34 ∼34500 0
Des56 68 ∼54000 0
Fm_rec 11 ∼79000 2
Colorconv 38 ∼184000 0
Fpu 269 ∼1210000 4
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4.4  Random Patterns Simulation

While fault cone flip-flop methods (Method 3 and 4) did 
not require simulation time when selecting flip-flops, our 
analysis still used simulation of intermediate patterns from 
the actual test set to determine their effectiveness for improv-
ing detection counts. To obtain such an analysis without the 
need to already have an ATPG test set and generate the inter-
mediate patterns, here we consider the simulation of random 
patterns instead.

The same number of random patterns as intermediate pat-
terns were simulated with the same flip-flops in the MISR 
for each method, and the results were processed with the 

same procedure as described above. Simulation results in 
bars 6 and 8 of each flip-flop sample cluster show the results 
with random patterns. The percentage of improved faults 
are slightly lower than the simulation results obtained with 
intermediate patterns (bar 5 and 7), except for Fpu (where 
larger differences are shown). Thus, with fault cone selection 
methods (Method 3 and 4) and random patterns, the user can 
quickly estimate the effect of this MISR method.

The flip-flops selected with Methods 1 and 2 were also 
simulated with random patterns to further compare the 
effect of simulating intermediate versus random patterns. 
Each simulation result with random patterns can be seen in 
bars 2 and 4 of each flip-flop sample cluster in Fig. 3. When 

Fig. 4  Average Detection Num-
ber for Low-Detected Faults 
with Flip-Flops Selected for 
Stuck-at Faults



238 Journal of Electronic Testing (2023) 39:227–243

1 3

Fig. 4  (continued)



239Journal of Electronic Testing (2023) 39:227–243 

1 3

comparing the effect of the two types of patterns, a larger 
percent of low-detected faults gained extra detections when 
simulated with intermediate patterns than random patterns 
most of the time, and the results were very close in the other 
cases when the percentages were not larger, except in the 
case of Fpu.

This is reasonable when we consider that PI (Primary 
Input) settings of previous stuck-at ATPG patterns were kept 
the same when shifting a new pattern in scan chain, i.e. PI 
settings of intermediate patterns are the same as those of 
actual stuck-at ATPG patterns. However, the PI settings for 
random patterns were truly random. Even though the inter-
mediate patterns are random-like due to the fact that each 
intermediate pattern is a combination of part of the captured 
result values that are being shifted out and part of the new 
pattern being shifted in, keeping the same ATPG PI settings 
make intermediate patterns more capable of detecting faults 
than random patterns. Thus, with random patterns, the test-
ability of faults with the inclusion of the MISR structure 
can be shown before generating intermediate patterns for a 
new circuit, and a higher percent of improved low-detected 
faults can usually be expected with later intermediate pat-
tern simulation.

4.5  Summary Comparison of the Four Flip‑Flop 
Selection Methods

In Fig. 3, all circuits with every flip-flop selection method 
and both types of simulated patterns can see faults obtain 
extra detections to various degrees. Among all flip-flop 
selection methods, Method 2 was able to help all circuits 

obtain the largest percent of improved faults for all flip-flop 
overheads larger than 1%, and for some circuits (e.g. Quad-
ratic, Des56, Colorconv) this was true even with 1% over-
head. This may be due to: 

1. Using an alternative model for fault detection analy-
sis during flip-flop selection (e.g. cell-aware faults for 
Method 1) can lead to less effective results than using 
the targeted fault. (e.g. Here the targeted faults are stuck-
at faults.)

2. The fault cone results in Methods 3 and 4 only con-
sider circuit structure in flip-flop selection, but no pat-
tern stimulus. There is no guarantee that a fault in a 
flip-flop’s fault cone will be detected with an arbitrary 
pattern stimulus.

Our Fpu results demonstrate that not only the primary input 
values of the intermediate patterns, but other circuit or fault 
characteristics can matter when trying to improve the num-
ber of fault detections. In Fig. 3e, a larger difference can 
be seen for the percentage of improved faults with inter-
mediate patterns compared to random patterns than for any 
other circuit. Moreover, for Fpu, even when 100% of the 
flip-flops were shadowed in the MISR, not all faults could 
gain extra detections. This is consistent with the results 
for cell-aware faults reported in [50, 51] for this circuit. 
Stuck-at ATPG patterns and intermediate patterns could 
not cover all cell-aware faults of Fpu fortuitously; thus, 
a non-negligible number of cell-aware ATPG top-off pat-
terns needed to be added to guarantee full cell-aware fault 
coverage. One possible reason could be due to the character 

Fig. 4  (continued)
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of the fault detection requirements in Fpu. In particular, 
there may simply be more faults with difficult excitation 
or observation requirements that must be satisfied for fault 
detection to occur. This would make fortuitous detection 
with the “somewhat random” intermediate patterns much 
harder and would also make good assignments to the pri-
mary inputs potentially much more important.

As for Fm_rec and Des56, their simulation results are 
two extremes. Fm_rec can improve the detection number 
of most stuck-at faults with a small percent of flip-flops 
included in the MISR (after reaching 2% overhead in 
Fig. 3c), while Des56 requires a large overhead (Fig. 3b). 
This was also true for cell-aware fault detection in [50]. 
Only 2.2% flip-flops were required to be shadowed in the 
MISR for maximum cell-aware fault coverage in Fm_rec, 
however, the highest percentage, 35.23% was required for 
Des56. Further fault cone analysis will be done in next sec-
tion to explain this phenomenon.

4.6  Fault Cone Analysis for Experimental Results 
and Circuit Characteristics

From the results obtained in [50, 51], we noticed that Des56 
and Fm_rec were two extremes with respect to the percent-
ages of flip-flops that were required to be shadowed in the 
MISR to obtain maximum cell-aware fault coverage. Simi-
lar observations could be made for the data involving extra 
detections of stuck-at faults, as shown in Fig. 3b, c. In this 
section, we explore how fault cone analysis can reveal char-
acteristics of the circuits regarding the relationship between 
flip-flops and fault detection. We will show that these circuit 
characteristics have a large impact on the amount of flip-flop 
overhead required to achieve high coverage with a MISR that 
captures test data during scan shift.

Figure 5 shows the fault cone analysis results. For each 
circuit, faults were reported to the D pin of each flip-flop 
by a commercial software tool. As described previously, 
among the six types of fault classes reported, only UC 
faults are likely to be detectable with pattern stimulus 
(although the detection is not guaranteed because fault 
detection still requires simultaneous excitation and obser-
vation by the patterns, and this is not guaranteed by the 
commercial tool when it reports fault cone data). There-
fore, when analyzing fault cone results, only UC faults 
were counted. Intuitively, when more faults are identified 
as UC faults for a flip-flop, more faults have that flip-flop 
in their downstream cones of influence, and thus more fault 
detections are likely possible at that flip-flop. In contrast, a 
flip-flop with a small number of UC faults is likely to have 
few faults that can propagate to it.

In Fig. 5, the x-axis is the flip-flop percentage where 
the flip-flops are sorted in the order of the percentage of 
UC faults reported to the flip-flop from maximum to mini-
mum. Dots were plotted based on the UC fault data for 
each flip-flop.

The values plotted on the y-axis show the percentage 
of all faults that are in the fault cone of each flip-flop. In 
other words, each dot corresponds to the number of faults 
reported as UC for a flip-flop divided by the number of 
faults in the full UC fault list. The larger the value plotted 
on the y-axis for a certain flip-flop, the more likely that 
flip-flop is to be capable of detecting more faults. Six verti-
cal lines were added to the figure to show the sampled flip-
flop percentages used in our previous experiments (1%, 
2%, 4%, 8%, 16% and 32%).

In Fig. 5, we can see that, for Fm_rec, only a small per-
centage of flip-flops contribute to most of the fault detec-
tion. Each flip-flop in the top 3.19% of the flip-flops has a 

Fig. 5  Per Flip-Flop UC Fault 
Coverage with 1%, 2%, 4%, 
16% and 32% Flip-flop Vertical 
Lines
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large number of faults in its fault cone. That could explain 
why Fm_rec can get a large number of fault detections 
during scan shift with only a very small percentage of 
flip-flops shadowed in the MISR. In contrast, the highest 
fault cone percentages for Des56 are around 5%. The fault 
cones appear to be more evenly distributed among many 
flip-flops. This helps explain why Des56 requires a MISR 
with many shadow flops included to get good fault cover-
age across the circuit during scan shift.

Note that this means that Fm_rec is more amenable to 
a low cost implementation of this approach than Des56. 
This is true even though Des56 is considerably smaller 
than Fm_rec. This is not the first time that we have seen 
larger circuits behave better than smaller circuits for scan 
shift capture. We saw similar results when detecting cell-
aware faults in [51], where circuit size was not a good 
indicator of the effectiveness of the approach. Fault cones 
help to determine some of the characteristics that actually 
are important.

5  Conclusion

In this paper, we ran simulation experiments with four flip-
flop selection methods and two types of simulation pat-
terns for extra detections of low-detected stuck-at faults. 
Our experimental results showed that selecting the flip-
flops from a ranked list sorted based on the maximum 
stuck-at fault coverage obtained at each flop can highly 
improve the percentage of low-detected stuck-at faults 
that gain extra detections with the MISR structure. The 
detection count increases were higher than that achieved 
with the other three methods (including Method 1 intro-
duced in [51]). The larger percentage of improved faults 
is significant. This analysis is important because larger the 
number of detections of the otherwise least detected stuck-
at faults, the more likely a test is to fortuitously detect 
other untargeted faults or unmodeled defects. Also, a use-
ful approximation of the expected benefit to be achieved 
by adding a MISR for scan shift detection appeared to 
be obtained by using random pattern simulation. Thus, 
random pattern simulation can be run as a quick test when 
the real intermediate patterns are not readily available yet. 
Note that our approach can be used in concert with other 
ATPG-based dynamic compaction approaches that aim to 
get high fault coverage, including high n-detect coverage. 
Our approach is also capable of being used in concert with 
an on-chip decompressor.

Furthermore, the influence of fault cone size on the 
experimental results was studied. This type of analy-
sis can be very useful to a designer trying to decide 
whether to insert the proposed MISR structure into a 

design. Specifically, if a few flip-flops have fault cones 
that together cover most of the faults, then the proposed 
approach may be a relatively low-cost way to improve 
coverage, reduce test time, and increase quality. On the 
other hand, if the faults are distributed relatively evenly 
into fault cones with limited overlap such that most of the 
flip-flops would need to be shadowed, a large MISR will 
likely be necessary to get high coverage.
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