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Abstract: Comparison of various methods of computational intelligence are presented and illustrated with examples.  These methods include neural networks, fuzzy systems, and evolutionary computation.  The presentation is focused on reasons why some researchers are frustrated with neural networks.  After years of fascination of neural networks many researchers are moving away from this exciting technology.  It seems that the main reason for their frustration is the improper usage of learning tools and the usage of far from optimal architectures. For example, in order to secure convergence of the learning process using algorithms such as EBP and its derivatives, often an excessive number of neurons are used. It is well known that in order to sustain generalization ability networks should have as few neurons as possible. With an excessive number of neurons it is easier to train the network to very small training errors, but such larger than required networks are performing very poorly with new patterns which were not used for training.  

    Various learning algorithms and various neural network topologies were compared.  It was found out that the most popular MLP architecture is not very efficient.  For example, in order to solve the two spiral problem with 3 layer MLP network, 34 neurons are needed in the hidden layer. If fully connected cascade (FCC) architecture is used the same problem can be solved with only 7 neurons.  

    Since the parity-N problems can be solved analytically, therefore, efficiencies of various neural architectures can be compared in a systematic way.  The main conclusion from this study is that the best results can be obtained with these architectures where connections across layers are allowed. Unfortunately,  it is very difficult to find efficient learning algorithms for such architectures.  The computation of Jacobian for arbitrarily connected topologies is very complicated and as a result the LM algorithm, which is considered by many as the best one, was adopted only for MLP topologies. 

     Abilities of training neural networks also depend on the learning algorithm. Simple algorithms are often not able to train close to optimal neural networks (with minimal number of neurons). The recently developed NBN (Neuron by Neuron) algorithm is not only faster than the LM algorithm, but it can train all feedforward neural architectures. The LM algorithm cannot solve large problems because with increased number of patterns the size of Jacobian matrix becomes prohibitively large. The NBN algorithm is also the second order algorithm, but it does not have this limitation. In NBN algorithm there is no need there to compute and to store the Jacobian matrix and also the NBN algorithm can handle problems with basically unlimited number of patterns.

   With the other than MLP architectures and with the NBN learning algorithm one may solve a significantly larger number of problems than before, but still we are not able to train some powerful neural networks for which we can find analytical solution, such as parity-15 with 4 neurons or parity 31 with 5 neurons.
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