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1. Background

The goal of the proposed work is to develop techniques for visualizing directed graphs. Our preliminary work uses a two step process that first analyzes the graph through parsing it and then applies attributes to the parse tree to determine the node and edge layout. Our experimentation has convinced us that the technique is superior to others currently in practice.

Many researchers have studied this problem and many graph drawing systems have been developed (see 10. for a complete list). The aesthetic criteria of the systems vary. The objectives may include requirements of uniform edge length, minimum number of edge crossings, straight edges, grid drawings (edges are either horizontal or vertical), minimal bends in the edges, minimum area covered, and display of symmetries. Some limit the input to a graphs with particular properties, (planar graphs, trees, and graphs with maximum degree of four), or to graphs that are intended for specific applications (Petri nets, network representations, digital system schematic diagrams, PERT diagrams or flowcharts). We are developing CG (Clan-based Graph Drawing Tool) to convert a textual description of an arbitrary directed graph to a visual representation. The objective of the system is to provide an aesthetically pleasing visual layout for arbitrary directed graphs. CG uses a unique graph parsing method to determine intrinsic substructures (clans) in the graph and to produce a parse tree. The tree is given attributes that specify the node layout. Through the use of clans as substructures, there are relatively few unnecessary edge crossings. Routing nodes are added that guarantee few bends in long edges, and long edges are shortened whenever possible.

CG is the first graph drawing tool to use a graph parsing as the fundamental structure that describes the node layout. Graph-grammar researchers have described schemes for graph layout that are similar to ours, but difficulties in graph-grammar parsing have inhibited their implementation. In particular, Brandenburg [4.] defines a layout graph grammar as a graph grammar together with a layout specification. The layout specification associates a finite set of layout constraints with each production. Our approach is to classify the productions of the graph parse and associate layout attributes with each production type in the parse tree of the graph.

The use of graph parsing distinguishes CG from all other general directed graph drawing schemes. The standard approach to automatic layout of directed graphs has three steps: 1. Assign nodes to layers; 2. reorder the nodes in each layer to reduce crossings; 3. Adjust the position of the nodes in each layer to reduce the number of bends. Usually the nodes are layered by distance from a source node. Our method also creates a hierarchical drawing where nodes and bends are constrained to lie on a set of equally spaced horizontal lines called layers [8., 14.]. CG groups subgraphs (clans) which have two-dimensional affinity in contrast to the one-dimensional constraints of the standard method. CG also reduces bends by placing routing nodes in their correct positions in the parse tree.
CG is unique in several ways:

- The node layout is balanced both vertically and horizontally.
- Nodes within a clan are placed close to each other in the drawing.
- Nodes are grouped according to two-dimensional affinity.

Graph Parsing

The node layout is determined by the combination of (1) parsing of the graph into logically cohesive subgraphs and (2) defining layout attributes to apply to the resulting parse tree. The parse is based on simple graph productions, and the attributes produce a layout that can be specified by a particular application. The foundation for the parse comes from the theory of 2-structures[6,7].

Clan-based graph decomposition (CGD) is a parse of a directed acyclic graph (DAG) into a hierarchy of subgraphs. The subgraphs defined by our graph grammar and parse are called clans. Let G be a DAG. A subset X ⊆ G is a clan iff for all x, y ∈ X and all z ∈ G - X, (a) z is an ancestor of x iff z is an ancestor of y, and (b) z is a descendant of x iff z is a descendant of y. An alternate description of a clan depicts it as a subset of nodes where every element not in the subset is related in the same way (i.e. ancestor, descendant or neither) to each member in the subset. Trivial clans include singleton sets and the entire graph.

A simple clan C with nodes n_1 ... n_k is classified as belonging to one of three types. It is (i) independent if it is a union of disconnected nodes; or (ii) linear if for every pair of nodes n_i, n_j in C, n_i is an ancestor of n_j or n_j is an ancestor of n_i; (iii) primitive if neither (i) nor (ii) applies. Simple linear clans are sets of isolated nodes. Simple linear clans are sequences of one or more nodes v_{i_1}, v_{i_2}, ..., v_{j-1}, v_j where for i < k, v_i is an ancestor of v_k. Any DAG can be constructed from these simple clans through a series of productions. Any DAG can be parsed into a tree of clans whose leaves are trivial clans (graph nodes) and whose internal tree nodes are complex clans built from their descendants. The parse tree is unique when maximal linear and maximal independent clans are identified at each step in the parse.

The concept of a quotient graph is important because it allows the classification of clans as linear, primitive or independent to be applied to complex clans. Let C be a clan and \{C_1, ..., C_k\} a partition of C, where each C_i is a maximal proper subclan of C. The quotient graph of C, denoted C/C_1-C_k, is the graph with nodes C_1, ..., C_k. There is an edge from C_i to C_j in the quotient graph precisely when there is an edge (x,y) of C with x ∈ C_i and y ∈ C_j. Every clan can be identified as linear, primitive or independent according to the classification of its quotient graph. For every transitively reduced digraph there is a unique decomposition into quotient graphs that are identified as linear, primitive or independent [12]. The quotient graphs form a hierarchy we call the parse tree.

Spatial Analysis for Node Layout

The parse tree of the graph is used to provide the graph with geometric interpretations that define the visual layout. A bounding box with known dimensions is associated with each clan, and the nodes in the clan are assigned locations within the bounding box. Synthetic attributes are associated with the parse tree hierarchy to show the embedding and dimensions of the bounding
boxes and inherited attributes compute the locations of nodes and bounding boxes. The attributes can vary with the application to present a customized visual representation of the graph. For illustrative purposes we choose simple attributes and semantic rules which we call *natural*. The natural attributes give a balanced layout.

The bounding box associated with each node (clan) of the parse tree specifies the allotted area for the subgraph. Semantic rules compute the dimensions of the bounding boxes at a tree node from the dimensions of the bounding box for its children. The intrinsic attributes of singleton DAG nodes (or parse tree leaves) describe initial bounding boxes.

For the *natural* attributes, the bounding boxes are rectangles and the attributes are the length and width of the rectangles. The intrinsic attributes of the parse tree leaves assign the bounding boxes to be unit squares. A linear clan is bounded by a rectangle whose length is the sum of the lengths of the component clans and whose width is the maximum width of the component clans. An independent clan is placed in an area whose width is the sum of the widths of the component clans and whose length is the maximum of the lengths of the component clans.

**Definition:** Denote the *natural bounding box attribute* of node N in parse tree T by (N.l,N.w). We define the *natural* values of the attribute to be:

1. (N.l, N.w) = (1,1), if N has no children;
2. (N.l, N.w) <- (C₁.l+...+Cᵦ.l, Max(C₁.w,...,Cᵦ.w)), if N is a linear node with children C₁...Cᵦ;
3. (N.l, N.w) <- (Max(C₁.l,...,Cᵦ.l), C₁.w+...+Cᵦ.w), if N is an independent node with children C₁...Cᵦ.

**Bounding Box Placement**

After the spatial requirements for each bounding box have been computed it must be mapped onto coordinates in the viewing window. The inherited attributes place a node’s bounding box within the bounding box of the parent and insure that its space does not overlap with that of its siblings.

For the *natural* attributes, a node’s bounding box is described by its horizontal (x-value) and vertical (y-value) locations. In order to obtain a balanced layout, child bounding boxes are centered within the bounding box of the parent. The x and y values denote the upper left corner of the bounding box. If the upper left corner of the entire window is denoted (0,0), the location (x,y) represents x units to the right and y units below (0,0). The natural location attribute of the root will anchor its upper left corner at (0,0). A tree node N that is a child of a linear node will have an x-coordinate that centers it within the width of the parent’s bounding box and a y-coordinate will place N directly below its left sibling, when it has one and otherwise at the y-level of its parent. Similarly, a tree node N that is a child of an independent node will have a y-coordinate that centers it within the length of the parent’s bounding box and an x-coordinate that will place N directly to the right of its left sibling.

**Definition:** Denote the *natural location attribute* of node N in the parse tree T by (N.x, N.y). We define the *natural* values of the attribute to be:
(1) \((N.x, N.y) = (0, 0)\) if \(N\) is the root of \(T\).

(2) If the parent \(P\) of \(N\) is a linear node

(a) if \(N\) has left sibling \(F\), \((N.x, N.y) = (P.x + (P.w - N.w)/2, P.y + F.l)\).

(b) if \(N\) has no left sibling, \((N.x, N.y) = (P.x + (P.w - N.w)/2, P.y)\)

(3) If the parent \(P\) of \(N\) is an independent node

(a) if \(N\) has left sibling \(F\), \((N.x, N.y) = (F.x + F.w, P.y + (P.l - N.l)/2)\).

(b) if \(N\) has no left sibling, \((N.x, N.y) = (P.x, P.y + (P.l - N.l)/2)\).

For child \(C\) of linear node \(N\), the actual rectangle in which the node is to be centered has length \(C.l\) and width \(N.w\). For child \(D\) of independent node \(I\), the rectangle in which \(D\) is to be centered has length \(I.l\) and width \(D.w\). Figure 1 illustrates the process: (a) shows a graph with the maximal clans identified; (b) is the parse tree for this graph; (c) labels the tree nodes with the bounding box attributes; (d) shows the node layout.

Figure 1. Node Layout
Drawing Edges

Using the parse tree to place nodes is simple and elegant, and it provides for a balanced node placement. However, the node placement must be modified if edges are to be displayed. If adjacent nodes are connected by straight edges, several unacceptable visualizations may occur when the nodes are placed according to the location attributes.

- edges could pass through nodes on their path
- in routing edges around nodes, there may be unnecessary bends
- edges might be superimposed upon other edges
- unnecessarily long edges may be drawn
- there may be an unnecessary number of edge crossings.

The first 4 problems listed above are caused by “long” edges, i.e. edges connecting nodes whose levels (y-values) differ by more than one. The traditional solution is to place dummy nodes at each intermediate level and route the long edge through the intermediate nodes [26]. One of the problems with this approach is that the long edges, by passing through nodes placed at arbitrary horizontal displacements, may contain unnecessary bends. In a way similar to adding dummy nodes at each level, CG solves the problem by adding dummy nodes to the parse tree and reroutes the edges through the dummy nodes. However, CG’s solution is superior because, since dummy nodes are added to clans rather than levels, fewer dummy nodes are added to the graph. Furthermore, they are added to clans in a way that reduces the horizontal displacement from the true graph nodes, thus reducing edge bends.

We have developed several heuristics to resolve problems arising from long edges [12]. Places where edge length can be reduced are identified and remedied; initial node placements guarantee a limited number of bends in the edges, and if possible, bends are eliminated completely. The grouping of nodes into clans automatically reduces the number of edge crossings. Figure 2 contrasts the output currently produced by our program with GraphEd’s interpretation of Sugiyama’s algorithm for the same graph. Note that CG’s drawing has fewer edge bends (1 versus 13); CG groups nodes 13, 14, and 15 far more clearly; CG lacks the bunching seen at the top in the GraphEd version; and the more balanced appearance of the drawing produced by CG. Furthermore, despite the fact that CG lacks explicit procedures to reduce edge crossings, the drawing produced by CG has fewer edge crossings than that produced by GraphEd.

2. Objectives and Expected Significance

The strength of the graph parsing technique for drawing digraphs as compared to other approaches comes from two sources: the graph analysis which gives a two-dimensional description of the graph and the expressive power of attributes. In drawing digraphs, the accepted standard constraint requires nodes to be placed relative to each other in a single dimension. All edges “flow” in the same direction, e.g. from left to right, or from top to bottom, or from bottom to top. For the purpose of discussion, we’ll assume the layout specification is from top to bottom. Because of this constraint, automatic layout designers have implemented the hierarchical approach where nodes are classified and laid out by level. Without adding heuristics to move nodes down, nodes tend to bunch toward the top in one-dimensional systems. Also, since there are no guidelines for horizontal placement, unnecessary edge crossings are frequent and heuristics
are needed to prevent nodes from congregating on the left. The graph parsing technique provides a way for both vertical and horizontal placements to be considered. Centering nodes in bounding boxes prevents bunching toward the top and clustering on the left.
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**Figure 2. Random Graph of 35 Nodes**

Assigning intrinsic attributes to the parse tree nodes and defining procedures for computing inherited and synthesized attributes has proved to be a powerful way to specify user-defined layout constraints. The technique has been applied to trees and the diversity of specifying the layout is illustrated in Figure 3. Carpano’s specification [3.] requires nodes at the same level to be on a circle centered at the tree root. Ullman’s h-tree [15.] is used for VLSI layout and requires edges
to be placed horizontally or vertically. One of the goals of our work is to study layouts in various domains and develop attributes and procedures for providing automatic layout that conforms with the standards in the domain. By expanding the graph class to general digraphs and discovering various attribution schemes, we will have a unified system that can be useful to many diverse disciplines.

Figure 3. Tree Layouts Described by Attribute Graph Grammars


### TABLE I. Timing comparisons for Ar$^{7+}$ test case ($N_e = 1280$ energy points)

<table>
<thead>
<tr>
<th>Machine</th>
<th>Total time (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cray-2</td>
<td>2.03</td>
</tr>
<tr>
<td>Sparc10</td>
<td>4.41</td>
</tr>
<tr>
<td>16 Sparc10’s (PVM)</td>
<td>0.37</td>
</tr>
<tr>
<td>iPSC/860 (2 nodes)</td>
<td>8.57</td>
</tr>
<tr>
<td>iPSC/860 (32 nodes)</td>
<td>0.62</td>
</tr>
</tbody>
</table>

### TABLE II. Timing comparisons for Kr$^{6+}$ test case ($N_e = 2176$ energy points)

<table>
<thead>
<tr>
<th>Machine</th>
<th>Total time (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cray-2</td>
<td>376.8</td>
</tr>
<tr>
<td>Sparc10</td>
<td>1240.3</td>
</tr>
<tr>
<td>16 Sparc10’s (PVM)</td>
<td>79.1</td>
</tr>
<tr>
<td>iPSC/860 (16 nodes)</td>
<td>446.6</td>
</tr>
<tr>
<td>iPSC/860 (64 nodes)</td>
<td>130.8</td>
</tr>
</tbody>
</table>
FIG. 3. Timing results for the Kr6+ test case versus number of processors. Triangles indicate results using the Spacr10 cluster for $N_e = 220$ (lower) and $N_e = 2176$ (upper) energy points. Circles are results using the iPSC/860 for $N_e = 2176$ energy points.
FIG. 2. Timing results for the Ar7+ test case versus number of processors. Circles: results using the iPSC/860; triangles: results using the Sparc10 cluster. Lower curve for each: $N_e = 128$ energy points; upper curve: $N_e = 1280$ energy points.
FIGURE 1. Flow diagram for STGF program.