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Abstract

Many algorithms for scheduling DAGs on multiprocessors have been proposed, but there has been little work done to determine their effectiveness. Since multi-processor scheduling is an NP-hard problem, no exact tractible algorithm exists, and no baseline is available from which to compare the resulting schedules. Furthermore, performance guarantees have been found for only a few simple DAGs. This paper is an attempt to quantify the differences in five of the heuristics. Classification criteria are defined for the DAGs, and the differences between the heuristics are noted for various criteria. The comparison is made between a graph based method, two critical path methods, and two list scheduling heuristics. The empirical performance of the five heuristics is compared when they are applied to the randomly generated DAGs.

*This work is supported by NSF grant number OCR-9203319
1 Introduction

One of the primary problems in executing programs efficiently on multiprocessor systems with distributed memory is to partition the program into tasks that can be assigned to different processors for parallel execution. If the partitioning results in a high degree of parallelism, a greater amount of communication will be required among the tasks. On the other hand, if communication is restricted, potential parallelism will be lost. The goal of partitioning heuristics is to divide the program into appropriate size and number of tasks to balance communication overhead and parallelism so that the completion time is minimized. A sequential program is commonly represented as a Program Dependence Graph (PDG) which is a directed acyclic graph (DAG) with node and edge weights [1]. Each vertex in a PDG denotes a task and a weight, which is its processing time. Each edge denotes the precedence relation between the two tasks, and the weight of the edge is the communication cost incurred if the two tasks are assigned to different processors. Given a PDG, the graph is partitioned into appropriately sized grains which are assigned to processors of a parallel machine. The partitioning and assignment known as the scheduling problem. The problem is also called grain size determination [2], the clustering problem [3, 4], and initialization pre-pass [1].

The partitioning/scheduling problem is intractable, and heuristics are required to find sub-optimal solutions. As a result, there are no performance guarantees for scheduling heuristics for general graphs. Many researchers have proposed algorithms, but little work has been done to determine the performance of the resulting schedules. Since neither analytic nor experimental results are known, the goal of this paper is to determine the relative performance of some promising techniques.

In classical scheduling, communication costs are not considered [5, 6]. Introducing the communication cost is necessary because communication between processors does take time in real parallel systems, especially in distributed memory systems where communication costs tend to be high relative to processor speed. The challenge in the extended scheduling problem is to consider the trade-off between communication time and degree of parallelism [7]. Many researchers have studied the problem and proposed solutions. Based on the techniques employed, the earlier methods can be classified into the following three categories:

- **Critical path heuristics** [1, 3, 4, 8, 9, 10]: For DAGs with edge weights and node weights, a path weight is defined to be the sum of the weights of both nodes and edges on the path. A critical path is a path of greatest weight from a source node to a sink node. Extending the critical path method due to Hu [11] in classical scheduling, these algorithms try to shorten the longest execution path in the DAG. Paths are shortened by removing communication requirements (zeroing edges) and combining the adjacent tasks into a grain. This approach has received the most attention. A taxonomy of these techniques as well as a comparison of four specific heuristics can be found in the work of Gerasoulis and Yang [8]. In this paper we include experimental results from two critical path algorithms, DSC and MCP.

- **List scheduling heuristics** [2, 7, 12, 13, 14, 15, 16]: These algorithms assign priorities to the tasks and schedule them according to a list priority scheme. For example, a high priority might be given to a task with many heavily weighted incident edges or to a task whose neighbors have already been scheduled. Extending the list scheduling heuristic in classical scheduling [6], these algorithms use greedy heuristics
and schedule tasks in a certain order. Task duplications have been used in [2, 12, 16] to reduce the communication costs. Two list scheduling methods, the Mapping Heuristic (MH), and multiprocessor Hu by Lewis and El-Rehwini are included in this comparison study.

- **Graph decomposition method** [17, 18]: Based on graph decomposition theory, the method parses a graph into a hierarchy (tree) of subgraphs representing the independent/precedence relationship among groups of tasks. Communication and execution costs are applied to the tree to determine the grain size that results in the most efficient schedule. The only published method in this category, CLANS, is included for comparison.

This paper describes five partitioning/scheduling schemes, executes those schemes on a random set of 2100 PDGs, identifies the resulting schedules, and compares the parallel time and efficiency. The PDGs are classified according to grain size, out degree and node weight range. Section 2 presents the underlying model; Section 3 gives the graph classification; Section 4 gives the numerical results; Section 5 provides a summary and conclusion, and the appendix explains the scheduling heuristics.

## 2 Problem Definition and Assumptions

The problem of paralleling the PDG to achieve minimal parallel time is NP-complete [1]. This process usually involves two distinct steps: partitioning and scheduling. Partitioning combines tasks from the PDG into groups of tasks called grains to be executed on the same processor. The optimal size of a grain is dependent on the characteristics of the target architecture. Processors whose interprocessor communication costs are high relative to processing costs require larger grains than processors with low inter-processor communication costs. Scheduling assigns it to processors, insuring that all grain inputs are available at the scheduled start time. Associated with each scheduled grain is a processor number, a start time and a completion time (start time plus execution time).

To achieve valid comparisons between scheduling heuristics, the execution models, underlying architectures and objective functions for the heuristics must be identical. The following assumptions hold for all heuristics described in this paper:

1. All methods use a DAG representing the PDG as input and consider the costs of inter-task communication. Two tasks scheduled on the same processor incur no communication costs, and any two tasks scheduled on two different processors incur the communication cost specified by the edge weight in the PDG no matter which two processors are involved.

2. The architecture is a network of an arbitrary number of homogeneous processors. This simplified model allows schedulers to concentrate on the essential problem of task scheduling.

3. Duplication of tasks in separate grains is not allowed. Several heuristics [2, 12, 16] have been developed that take advantage of this option, but duplication adds additional complexity to an already intractable problem that none of our competing methods use.
4. Tasks communicate only before starting and after completing their execution. Communication occurs simultaneously with computation and tasks communicate via asynchronous mechanisms whether message passing or shared memory. Tasks may send and receive data in parallel and may multicast messages to more than one receiver.

5. The objective function of all the heuristics is to minimize parallel time.

3 Graph Classification

The objective of the comparison is to identify the best scheduling heuristic under various conditions that the scheduling algorithm may encounter. So far results on classifications and characterizations of application programs are few. Therefore, a subgoal of the research is to define classes of DAGs that may be useful in distinguishing the performance of the heuristics. The first metric for classification is called granularity. Granularity is a measure of the ratio of execution time to communication time. When this ratio is high, communication delay is short (relative to execution time) and a high degree of parallelization can be effectively realized. On the other hand, when it is low, the overhead of communication costs outweighs the reduction in parallel time obtained by parallelization. Another graph property that might distinguish the heuristics is the branching factor or degree of the nodes. With random generation of the graphs, we were unable to control the degree to the full extent of determining an exact distribution of the nodes of each degree, so we approximate this value with a metric called anchor out-degree. We conjectured that some heuristics could more effectively accomodate larger variations in node weights than others. To test this conjecture, we included tests on various node weight ranges. This sections more precisely defines these three graph classifications and gives the values used in our testing.

3.1 Granularity

For parallel programs, granularity as defined by Sarkar in [1] is: the average size of a sequential unit of computation in the program. This does not consider the weight of the communication between the tasks. To take into account of the edge weights, a new definition of granularity of a parallel program based on the PDG is proposed here.

We define granularity of a weighted DAG as the average ratio of node weight to maximum adjacent outgoing edge weight. The formula for granularity is:

\[
\text{Granularity} = \frac{1}{N - S} \left( \frac{\sum_{i=1}^{N-S} w_i}{\max[w_{ej}]} \right)
\]

where:

- \(N\) is the total number of nodes in the graph.
\begin{itemize}
  \item $S$ is the total number of sink nodes in the graph.\footnote{Note that sink nodes do not contribute to communication delay. Therefore, they are left out of the average.}
  \item $w_i$ is the weight of the $i^{th}$ node that is not a sink.
  \item $\text{max}[w_{eij}]$ is the maximally weighted outgoing edge from node $i$ to some node $j$.
\end{itemize}

The granularity of a DAG determines the amount of useful parallelism available. In general, a granularity of 1 indicates an even trade-off between communication and execution costs. For granularities less than 1, more efficient schedules are produced when PDG nodes are combined more frequently and when the granularity is greater than 1, more parallelism can be extracted from the PDG. Gerasoulis et. al. [9] define a similar notion of granularity and call graphs with granularity $> 1$ coarse grained. It is proven that for any coarse grained graph any list scheduling heuristic gives a schedule within a factor of 2 of that of the optimal schedule [6].

For the comparison of CLANS, DSC, MCP, MH and HU, the following five granularity levels were chosen since they correspond to the most interesting results in many of our testings of the algorithms.

\begin{itemize}
  \item Granularity $< 0.08$
  \item $0.08 < \text{Granularity} < 0.2$
  \item $0.2 < \text{Granularity} < 0.8$
  \item $0.8 < \text{Granularity} < 2.0$
  \item $2.0 < \text{Granularity}$
\end{itemize}

3.2 Anchor Out-Degree

The \textit{out-degree} of a node is equal to the number of out-going edges from the node. The \textit{anchor out-degree} of a graph is defined as the mode of the out-degrees of the nodes. We will use the word anchor and anchor out-degree interchangeably. Anchor out-degree is a good measure of program branching factor. The effect of branching on the schedules generated by the heuristics was of particular interest to this investigation. The comparison of the three algorithms in our work involved graphs with anchor out-degrees from 2 to 5.

3.3 Node Weight Range

The \textit{node weight range} of a graph is the interval $[w_{\text{min}}, w_{\text{max}}]$, where $w_{\text{max}}$ is the maximum node weight and $w_{\text{min}}$ is the minimum node weight. The node weights of the graph are distributed in the range specified by the $w_{\text{min}}$ and $w_{\text{max}}$. For the comparison of the three given algorithms, three node weight range sets were chosen: $[20 - 100], [20 - 200]$ and $[20 - 400]$. 
<table>
<thead>
<tr>
<th>Granularity</th>
<th>ANCHOR 2</th>
<th>ANCHOR 3</th>
<th>ANCHOR 4</th>
<th>ANCHOR 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Node Weight Range</td>
<td># of Graphs</td>
<td>Node Weight Range</td>
<td># of Graphs</td>
</tr>
<tr>
<td>G&lt;0.08</td>
<td>10-100</td>
<td>35</td>
<td>10-100</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>10-200</td>
<td>35</td>
<td>10-200</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>10-300</td>
<td>35</td>
<td>10-300</td>
<td>35</td>
</tr>
<tr>
<td>0.08&lt;G&lt;0.2</td>
<td>10-100</td>
<td>35</td>
<td>10-100</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>10-200</td>
<td>35</td>
<td>10-200</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>10-300</td>
<td>35</td>
<td>10-300</td>
<td>35</td>
</tr>
<tr>
<td>0.2&lt;G&lt;0.8</td>
<td>10-100</td>
<td>35</td>
<td>10-100</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>10-200</td>
<td>35</td>
<td>10-200</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>10-300</td>
<td>35</td>
<td>10-300</td>
<td>35</td>
</tr>
<tr>
<td>0.8&lt;G&lt;2.0</td>
<td>10-100</td>
<td>35</td>
<td>10-100</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>10-200</td>
<td>35</td>
<td>10-200</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>10-300</td>
<td>35</td>
<td>10-300</td>
<td>35</td>
</tr>
<tr>
<td>2.0&lt;G</td>
<td>10-100</td>
<td>35</td>
<td>10-100</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>10-200</td>
<td>35</td>
<td>10-200</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>10-300</td>
<td>35</td>
<td>10-300</td>
<td>35</td>
</tr>
</tbody>
</table>

4 Performance Evaluation

This section gives the numerical data from running CLANS, DSC, MCP, MH and HU on test graphs generated randomly. The 2100 graphs tested are divided into 60 separate sets. The division into the sets was based on the three classification criteria: granularity, node weight range, and anchor out-degree. Table 1 illustrates how the sets are divided over the three classes. The analysis is also divided over the three classification criteria. In each case we have a preliminary set of comparisons which gives:

- The number of graphs for each heuristic schedule whose running time exceeds the serial time (i.e. speedup < 1).
- Average speedup for each heuristic over a graph subset.
- The average normalized relative parallel time for each heuristic over a graph subset.
- Average efficiency for each heuristic over a graph subset.

The definitions of these measures are given below.

\[
\text{Speedup} = \frac{\text{Serial Time}}{\text{Parallel Time}}
\]

and
Efficiency = \frac{Speedup}{Number of Processors}

ParallelTime(X) is the parallel time of the schedule produced by heuristic X (where X is CLANS, MCP, DSC, MH or HU), while BestParallelTime is the shortest of the five heuristic schedule execution times. The relative parallel time compares the performance of heuristic X's schedule with the best schedule among the five algorithms. The best algorithm will have a relative parallel time of 0.00. The terms normalized relative parallel time and relative parallel time will be used interchangeably in this paper.

\[ \text{Normalized Relative Parallel Time}(X) = \left( \frac{\text{ParallelTime}(X)}{\text{BestParallelTime}} \right) - 1 \]

4.1 Granularity Analysis

4.1.1 Speedup < 1

The first result shows the number of input graphs for which each one of the heuristics gives speedup smaller than 1. This information indicates the range of granularities where the heuristic is unsuitable for scheduling. Table 2 shows the performance of each of the five heuristics. At low granularities the critical path and

<table>
<thead>
<tr>
<th>G</th>
<th>CLANS</th>
<th>DSC</th>
<th>MCP</th>
<th>MH</th>
<th>HU</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 0.08</td>
<td>0.00</td>
<td>234.00</td>
<td>262.00</td>
<td>212.00</td>
<td>420.00</td>
</tr>
<tr>
<td>0.08 &lt; G &lt; 0.2</td>
<td>0.00</td>
<td>114.00</td>
<td>148.00</td>
<td>109.00</td>
<td>411.00</td>
</tr>
<tr>
<td>0.2 &lt; G &lt; 0.8</td>
<td>0.00</td>
<td>2.00</td>
<td>1.00</td>
<td>2.00</td>
<td>230.00</td>
</tr>
<tr>
<td>0.8 &lt; G &lt; 2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>59.00</td>
</tr>
<tr>
<td>G &lt; 2</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

list scheduling heuristics are extremely ineffective and produce schedules that retard execution time. In particular, within the G < 0.08 range, the critical path schedulers and the list schedulers give a retardation instead of a speedup for over 50% of the graphs. On the other hand CLANS, can never produce a speedup less than 1. The algorithm has a speedup check at every linear node of the parse tree. If the parallelization decision at a linear node causes a negative speedup, the children of that node are scheduled on the same processor. This gives CLANS a macro level control over the schedule in the later stages of the algorithm, as the parse tree is traversed from the leaves to the root, which is not reflected in the other four algorithms. The other four heuristics make very localized decisions at all stages of the scheduling process.

4.1.2 Normalized Relative Parallel Time

The normalized relative parallel time for each set of graphs and heuristics is presented in Table 3. If one heuristic produced the best schedule for all input graphs, the normalized relative parallel time for that
heuristic would be 0. The Table 3 shows that DSC, MCP, DSC, and HU perform poorly in comparison to CLANS when G is low, which corresponds to the case when communication delay is greater than task time.

![Diagram](image)

Figure 1: Average relative parallel time comparison with the increase in granularity.

<table>
<thead>
<tr>
<th>Granularity</th>
<th>CLANS</th>
<th>DSC</th>
<th>MCP</th>
<th>MH</th>
<th>HU</th>
</tr>
</thead>
<tbody>
<tr>
<td>G &lt; .08</td>
<td>0.01</td>
<td>0.69</td>
<td>1.01</td>
<td>0.66</td>
<td>10.63</td>
</tr>
<tr>
<td>.08 &lt; G &lt; .2</td>
<td>0.02</td>
<td>0.30</td>
<td>0.41</td>
<td>0.33</td>
<td>5.50</td>
</tr>
<tr>
<td>.2 &lt; G &lt; .8</td>
<td>0.06</td>
<td>0.06</td>
<td>0.02</td>
<td>0.09</td>
<td>1.70</td>
</tr>
<tr>
<td>.8 &lt; G &lt; 2</td>
<td>0.06</td>
<td>0.02</td>
<td>0.00</td>
<td>0.04</td>
<td>0.84</td>
</tr>
<tr>
<td>2 &lt; G</td>
<td>0.02</td>
<td>0.02</td>
<td>0.04</td>
<td>0.03</td>
<td>0.67</td>
</tr>
</tbody>
</table>

The last row in Table 3 suggests that for coarse grain graphs, while HU is behind the others, CLANS, MCP, DSC and MH all converge to give effective schedules. This is not surprising since performance bound for these graphs are known.

Figure 1 shows that CLANS gives the most consistent performance with respect to variation in granularity. It is consistently within 6.5% of the best performing heuristic. At high granularities the performance of critical path and list scheduling heuristics improves considerably while CLANS lags a little behind. In the low granularity range MCP, DSC, MH and HU give very high relative parallel time, due to the tendency of all of them to give speedups of less than 1.
4.1.3 Average Speedup

Greater speedup was recorded by all heuristics at high granularity (see Table 4). It is expected that an increase in granularity corresponds to an increase in parallelism within the DAGs, due to the reduction of communication cost relative to parallelism. The combination of heavy nodes and light weight edges increased the possibilities available to the heuristics for parallelization. The average speedup comparison as illustrated in Figure 2 and Table 4 indicate that lower granularities result in lower usable parallelism, as expected.

![Graph showing speedup comparison](image)

Figure 2: Trend illustrating the increase in speedup with the increase in granularity.

<table>
<thead>
<tr>
<th></th>
<th>CLANS</th>
<th>DSC</th>
<th>MCP</th>
<th>MH</th>
<th>HU</th>
</tr>
</thead>
<tbody>
<tr>
<td>G &lt; .08</td>
<td>1.95</td>
<td>1.19</td>
<td>1.08</td>
<td>1.21</td>
<td>0.18</td>
</tr>
<tr>
<td>.08 &lt; G &lt; .2</td>
<td>2.16</td>
<td>1.67</td>
<td>1.60</td>
<td>1.62</td>
<td>0.34</td>
</tr>
<tr>
<td>.2 &lt; G &lt; .8</td>
<td>2.80</td>
<td>2.77</td>
<td>2.91</td>
<td>2.69</td>
<td>1.12</td>
</tr>
<tr>
<td>.8 &lt; G &lt; 2</td>
<td>3.45</td>
<td>3.57</td>
<td>3.65</td>
<td>3.49</td>
<td>2.01</td>
</tr>
<tr>
<td>2 &lt; G</td>
<td>4.23</td>
<td>4.31</td>
<td>4.32</td>
<td>4.28</td>
<td>3.41</td>
</tr>
</tbody>
</table>

At low granularity CLANS had nearly 2 times the speedup of DSC, MCP, MH and HU although CLANS only performed better than HU at high granularity. Although these results are interesting, they still do not give sufficient detail about the relative advantages and disadvantages of using a particular heuristic.

Note that in Figure 2, the average speedup curves for all five algorithms varied almost linearly with granularity G. This indicates that granularity defined in this paper is a useful metric for predicting the
speedup performance.

4.1.4 Efficiency

*Efficiency* of the algorithms reveals the average percent of time the processors are active. CLANS shows greater efficiency with lower granularity because it consistently uses fewer processors than the rest of the algorithms.

![Graph](image)

**Figure 3:** Average efficiency comparison with the increase in granularity.

<table>
<thead>
<tr>
<th></th>
<th>CLANS</th>
<th>DSC</th>
<th>MCP</th>
<th>MH</th>
<th>HU</th>
</tr>
</thead>
<tbody>
<tr>
<td>G &lt; .08</td>
<td>0.39</td>
<td>0.04</td>
<td>0.02</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>.08 &lt; G &lt; .2</td>
<td>0.24</td>
<td>0.05</td>
<td>0.03</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>.2 &lt; G &lt; .8</td>
<td>0.09</td>
<td>0.07</td>
<td>0.04</td>
<td>0.07</td>
<td>0.01</td>
</tr>
<tr>
<td>.8 &lt; G &lt; 2</td>
<td>0.09</td>
<td>0.08</td>
<td>0.05</td>
<td>0.09</td>
<td>0.01</td>
</tr>
<tr>
<td>2 &lt; G</td>
<td>0.10</td>
<td>0.10</td>
<td>0.05</td>
<td>0.11</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Figure 3 shows that the efficiency of critical path and list scheduling algorithms is slowly increasing as the granularity increases. At low granularity, CLANS becomes much more efficient. For many of graphs of these sets, CLANS chooses to place all the processes on a single processor, so that the efficiency of serial processing is 100%. As the granularity passes into the the third stage (0.2 < G < 0.8) the efficiency of
CLANS comes close to that of DSC and MH.

4.2 Node Weight Range Analysis

4.2.1 Speedup < 1

The results obtained from graph sets defined by node weight range were not as clear as those obtained from granularity. In the preliminary study, the cases where the five heuristics produce schedules with speedups less than 1 were studied most closely. CLANS does not produce any schedule that retards the speed to less than serial time. Table 6 illustrates a sudden jump in the number of speedups that are less than 1 when the node weight range is increased to 20 - 200 for DSC, MCP, MH, and HU. These initial results encourage us to look at the parameter more closely.

Table 6: Number of schedules with speedups less than 1 in the given Node Weight Range (each set has 700 graphs).

<table>
<thead>
<tr>
<th></th>
<th>CLANS</th>
<th>DSC</th>
<th>MCP</th>
<th>MH</th>
<th>HU</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 - 100</td>
<td>0.00</td>
<td>55.00</td>
<td>80.00</td>
<td>41.00</td>
<td>331.00</td>
</tr>
<tr>
<td>20 - 200</td>
<td>0.00</td>
<td>147.00</td>
<td>167.00</td>
<td>140.00</td>
<td>393.00</td>
</tr>
<tr>
<td>20 - 400</td>
<td>0.00</td>
<td>148.00</td>
<td>164.00</td>
<td>142.00</td>
<td>395.00</td>
</tr>
</tbody>
</table>

4.2.2 Relative Parallel Time

A further experiment using the relative parallel time criteria gave some additional insight into the performance of critical path heuristics. Figure 4 and Table 7 indicate how the relative parallel times of MCP, DSC, MH, and HU increase with the increase in node weight range. The role of node weight range clearly needs further investigation.

Table 7: Average relative parallel time for each heuristic in the given Node Weight Range.

<table>
<thead>
<tr>
<th></th>
<th>CLANS</th>
<th>DSC</th>
<th>MCP</th>
<th>MH</th>
<th>HU</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 - 100</td>
<td>0.04</td>
<td>0.10</td>
<td>0.13</td>
<td>0.09</td>
<td>2.75</td>
</tr>
<tr>
<td>20 - 200</td>
<td>0.03</td>
<td>0.27</td>
<td>0.38</td>
<td>0.29</td>
<td>4.50</td>
</tr>
<tr>
<td>20 - 400</td>
<td>0.03</td>
<td>0.29</td>
<td>0.38</td>
<td>0.31</td>
<td>4.36</td>
</tr>
</tbody>
</table>

4.2.3 Average Speedup

In the speedup analysis, another interesting result showed that the increase in node weight range resulted in decrease of speedup. The average speedup of CLANS was slightly greater than that of MCP, DSC, MH and HU.
Figure 4: Average relative parallel time for the given Node Weight Range.

Table 8: Average speedup for each heuristic in the given Node Weight Range.

<table>
<thead>
<tr>
<th></th>
<th>CLANS</th>
<th>DSC</th>
<th>MCP</th>
<th>MH</th>
<th>HU</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 - 100</td>
<td>3.07</td>
<td>2.98</td>
<td>3.00</td>
<td>2.95</td>
<td>1.65</td>
</tr>
<tr>
<td>20 - 200</td>
<td>2.85</td>
<td>2.58</td>
<td>2.58</td>
<td>2.52</td>
<td>1.30</td>
</tr>
<tr>
<td>20 - 400</td>
<td>2.83</td>
<td>2.54</td>
<td>2.56</td>
<td>2.50</td>
<td>1.29</td>
</tr>
</tbody>
</table>
Figure 5: Average speedup for the given Node Weight Range.
4.2.4 Efficiency

A striking difference was revealed in the analysis between CLANS and the other techniques. Clans is dramatically more efficient in all classes.

![Bar chart showing efficiency comparison]  

Figure 6: Average efficiency for the given Node Weight Range.

<table>
<thead>
<tr>
<th>Node Weight Range</th>
<th>CLANS</th>
<th>DSC</th>
<th>MCP</th>
<th>MH</th>
<th>HU</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 - 100</td>
<td>0.14</td>
<td>0.07</td>
<td>0.04</td>
<td>0.08</td>
<td>0.01</td>
</tr>
<tr>
<td>20 - 200</td>
<td>0.21</td>
<td>0.07</td>
<td>0.04</td>
<td>0.07</td>
<td>0.01</td>
</tr>
<tr>
<td>20 - 400</td>
<td>0.21</td>
<td>0.06</td>
<td>0.03</td>
<td>0.07</td>
<td>0.01</td>
</tr>
</tbody>
</table>

4.3 Anchor Out-degree Analysis

The third graph parameter used to compare the heuristics was the anchor out-degree. This parameter did not provide any useful information as is seen in Table 10 and Table 11.
Table 10: Number of times each heuristic gives speedup less than 1 for the given anchor out-degree ranges.

<table>
<thead>
<tr>
<th></th>
<th>CLANS</th>
<th>DSC</th>
<th>MCP</th>
<th>MH</th>
<th>HU</th>
</tr>
</thead>
<tbody>
<tr>
<td>A = 2</td>
<td>0.00</td>
<td>69.00</td>
<td>94.00</td>
<td>72.00</td>
<td>261.00</td>
</tr>
<tr>
<td>A = 3</td>
<td>0.00</td>
<td>71.00</td>
<td>81.00</td>
<td>64.00</td>
<td>260.00</td>
</tr>
<tr>
<td>A = 4</td>
<td>0.00</td>
<td>101.00</td>
<td>114.00</td>
<td>85.00</td>
<td>299.00</td>
</tr>
<tr>
<td>A = 5</td>
<td>0.00</td>
<td>109.00</td>
<td>122.00</td>
<td>102.00</td>
<td>300.00</td>
</tr>
</tbody>
</table>

Table 11: Normalized average relative parallel time for the given anchor out-degree ranges.

<table>
<thead>
<tr>
<th></th>
<th>CLANS</th>
<th>DSC</th>
<th>MCP</th>
<th>MH</th>
<th>HU</th>
</tr>
</thead>
<tbody>
<tr>
<td>A = 2</td>
<td>0.03</td>
<td>0.24</td>
<td>0.33</td>
<td>0.25</td>
<td>3.98</td>
</tr>
<tr>
<td>A = 3</td>
<td>0.03</td>
<td>0.24</td>
<td>0.29</td>
<td>0.24</td>
<td>3.86</td>
</tr>
<tr>
<td>A = 4</td>
<td>0.04</td>
<td>0.21</td>
<td>0.30</td>
<td>0.22</td>
<td>3.84</td>
</tr>
<tr>
<td>A = 5</td>
<td>0.03</td>
<td>0.19</td>
<td>0.27</td>
<td>0.20</td>
<td>3.80</td>
</tr>
</tbody>
</table>

5 Conclusion

5.1 Comparison of Heuristics

The five heuristics discussed in this study fall into three categories:

- Graph Decomposition
- Critical Path
- List Scheduling

CLANS represents the graph decomposition technique while MCP and DSC represent the critical path methods and MH and HU represent the list scheduling technique. One of the subgoals of this work was to find graph domains in which the techniques differed and to point out the relative strength of the techniques for the separate graph domains. The comparison was highly conclusive with respect to the granularity domain, as illustrated in the results discussed in the previous section. In the node weight range domain the comparison was not as conclusive, though there is enough evidence to encourage further investigation of this domain, using a larger set of ranges. The results were inconclusive in the anchor out-degree domain, where no definite relationship was observed for any of the techniques.

The comparison of the heuristics indicates that CLANS is a more robust and generally applicable technique over a larger and more diverse set of graph sets. In particular, the study of granularity established the overall effectiveness of CLANS as the scheduler of choice at low granularities. MCP gave good results at high granularities. MCP, DSC, MH and HU gave extremely bad performances at low granularities, and as many as 50% of the DAGs with low granularity had speedups of less than 1.

The node weight range comparison gave very little conclusive evidence but study of both more selective and wider ranges is called for. The hypothesis yet to be tested is that at narrow node weight ranges, the
critical path routines seem to perform better and at wider ranges CLANS performs better. To further explore this domain, a new set of graphs will need to be generated.

As expected, our results confirm that as granularity increases, the performance of all heuristics improves. This trend corresponds to an increase in useful parallelism in the DAGs.

The graph generation system generates graphs using a random parse tree generator. The graphs are then modified by removing and inserting randomly connected edges to match the given anchor out-degree. After the out-degree of the graph has been set, its parse tree does not resemble the randomly generated parse tree. This assertion was verified by a comparison of the randomly generated parse tree and the parse of the graph constituted by the out-degree setting routine. It is unclear whether the graph generation method provided a bias toward any of the heuristics. Further study is required.

5.2 Numerical Comparison Technique

Little work has been done to compare scheduling heuristics for DAGs. Comparison studies found in the literature survey have more to do with the comparison of complexity of the heuristics [19] rather than the performance of the heuristic at scheduling. Although the complexity comparison is very important, secondary to the ultimate objective of getting optimal speedup for all DAGs. As the scheduling problem is NP-hard and most heuristics have not been shown to give optimal solutions even for simple DAGs, a numerical comparison is clearly in order. The literature survey uncovered an abundance of scheduling heuristics, but contained very little data on how the heuristics perform.

All heuristics considered had the same objective function, minimization of total parallel time. General consensus on the execution model and the architectural model was also observed. The above two observations led to the idea of a numerical comparison testbed for scheduling heuristics. The preliminary results from this testbed are promising. The granularity parameter gives a very good overall measure of the useful parallelism in DAGs.

A parallelizing compiler will require the best scheduler to be selected and implemented. The best scheduler may be different for different classes of graphs. Variations in granularity, node weight range and other graph parameters may occur for different reasons. For example, variations may be caused by properties of the serial program dependencies, by the way the graph decomposed by the parallelizing tool, or by the properties of the multiprocessor architecture. The same serial code may therefore give different granularity when it is parallelized for a different multiprocessor, thus causing the compiler to choose a different scheduler for the new granularity. The availability of data indicating the strengths and weaknesses of various schedulers may help compiler designers choose between different algorithms.

Granularity is an important parameter that corresponds to the potential parallelism in a given PDG. The degree of parallelization that should be extracted from a serial program is highly dependent on the communication requirements of the program and the communication speed of the multiprocessor. A good area of further research would be to explore the granularity of DAGs generated from actual code and with edge weight derived from the characteristics of different multiprocessors.
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In this study the granularity range $0.08 < G < 0.2$ seems to be a threshold after which all heuristics perform relatively well. For coarse grains, all three heuristics perform similarly.

The numerical analysis led to the discovery that changes in granularity can point out weaknesses and strengths of heuristics. Granularity is therefore a parameter that may be used to choose schedulers. Similarly, other parameters can be established that may help the compiler designer in choosing the best scheduling heuristic.

Finally, the numerical analysis was also used to establish the best version of CLANS for the comparison performed here. The weaknesses of the first version were removed.

Other scheduling algorithms need to be added to give the study more meaning and to give more choices for the McClan group's parallelizing compiler project. The focus of this work was to validate the numerical comparison technique on a limited number of heuristics. We invite heuristics developed by all other research teams that use execution and architectural models similar to heuristics described here.

Numerical analysis as done here is not a completely satisfactory selection tool for determining the best scheduler. In particular, a next step for a testbed would be to use DAGs generated from real serial programs. These DAGs need to be classified into application classes, which would lead to a more realistic numerical comparison.

The numerical comparison technique a working part of the McClan group's search for the best scheduler. The results represented here indicate initial success in determining graph properties, heuristic properties and the performance of heuristics on sets of graphs with different characteristics. The method should prove highly useful in determining good scheduling heuristics and their properties.
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A The Heuristics

This section describes five heuristics. They are divided into three categories: critical path techniques, list scheduling heuristics and graph analysis. The two critical path techniques include the dominant sequence clustering (DSC) [19] algorithm Gerasoulis and Yang; and modified critical path (MCP) [10] algorithm by Wu and Gajski. HU and MH, written by Lewis and El-Rewini, are list scheduling techniques. The graph analysis technique is the clan-based graph decomposition work (CLANS) [20] by McCreary and Gill.

In both critical path techniques, partitions are formed by examining the current critical path, zeroing an edge (combining the incident nodes into a cluster) in that path and repeating the process on the new
critical path. Gerasoulis and Yang use the term dominant sequence to mean the critical path after the zeroing of one or more edges. The heuristics differ in their method of selecting the edge(s) to be zeroed and identifying the new dominant sequence.

The list scheduling algorithms, MH and HU, each find a priority for each node in the graph. The nodes are put into a queue and scheduled according to their priority.

CLANS is based on graph decomposition theory. The method parses a graph into a hierarchy (tree) of subgraphs. Communication and execution costs are applied to the tree to determine the grain size that results in the most efficient schedule.

A.1 Dominant Sequence Clustering

DSC by Yang and Gerasoulis [19] is an edge zeroing algorithm. The two major ideas behind DSC are to directly attempt to reduce the dominant sequence of the graph, and to reduce the complexity of the algorithm, to $O((v + e) \log v)$. This algorithm keeps track of the dominant sequence to reduce parallel time. The order of complexity of the algorithm is also reduced due to the decreasing focus range in the execution.

To describe DSC we need to specify certain constraints and definitions.

Node types:

- **scheduled**: A node is scheduled if it has been assigned to a processor.
- **free**: A node is free if it is unscheduled and all its predecessors are scheduled.
- **partial free**: A node is partial free if it is unscheduled and at least one of its predecessors is unscheduled.

The reduction in the focus range is achieved by maintaining lists of free and partial free nodes. The lists are ordered according to priority as defined below. At any one iteration in the algorithm, the focus is on the first elements in these lists and the outgoing edges of the free node in question. This reduces the complexity by confining the range of edges to be zeroed.

Timing Values:

- **$ST(n_x)$**: the starting time for $n_x$ when scheduled on an independent cluster.
- **$ST(c_i, n_x)$**: starting time for $n_x$ when scheduled in cluster/processor $c_i$.
- **$ET(n_x)$**: the execution time of $n_x$.
- **level($n_x$)**: the length of the longest path from the start of $n_x$ to an exit node.
- **arrivetime($n_j, n_x$)** $\equiv ST(n_j) + ET(n_j) + e_{jx}$ where $n_j$ is a scheduled predecessor of $n_x$, and $e_{jx}$ is the cost of edge $(n_j, n_x)$.
- **startbound($n_x$)** $\equiv \max(\text{arrivetime}(n_j, n_x))$, where $n_j \in PRED(n_x)$. This is the lower bound for starting $n_x$. 
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The Algorithm (DSC):
Mark all nodes as unscheduled
WHILE there are unscheduled nodes DO
In descending order of priority, sort list of free nodes
In descending order of priority, sort list of partial free nodes
Let n_x be the free task with highest priority.
Let n_y be the partial free task with highest priority.
IF(priority(n_x) > priority(n_y)) THEN
   IF (CT1) THEN accept zeroing for edge (c_i, n_x) where c_i gives min(ST(c_i, n_x))
   ELSE schedule n_x on new cluster
ENDIF
ELSE
   IF (CT2 & CT1) THEN accept zeroing for edge (c_i, n_y) where c_i gives min(ST(c_i, n_y))
   ELSE schedule n_x on new cluster
ENDIF
ENDIF
Mark n_x as scheduled
Recalculate priorities & find new free & partial free nodes
ENDWHILE

DEFINE CT1: /*Guarantees that parallel time is not increased if node n_x is assigned to a Predecessor*/
For all clusters c_i that are parents of n_x (min_start_time = MAXINT)
{
   IF (min_start_time > ST(c_i, n_x)) THEN min_start_time = ST(c_i, n_x)
}
IF (startbound(n_x) < min_start_time) THEN
   return TRUE
ELSE
   return FALSE
ENDIF
ENDDEF

DEFINE CT2: /*Guarantees that the starttime of partial free nodes is never increased*/
For all scheduled clusters c_i that are parents of n_y
{
   IF (startbound(n_y) < ST(c_i, n_y)) THEN
      return FALSE
   ENDIF
}
return TRUE
ENDDEF

Figure 7: DSC algorithm.
Figure 8: DSC example.
Using these definitions, we define priority for nodes in the free and partial free lists as follows.

\[ \text{priority}(n_x) = \text{startbound}(n_x) + \text{level}(n_x) \]

Figure 7 gives the DSC algorithm and Figure 8 illustrates the steps in the execution of DSC with an example.

A.2 Modified Critical Path

MCP, proposed by Wu and Gajski, is similar to DSC in that its basic heuristic is to minimize the starting time of individual tasks using an ALAP strategy. The term ALAP (as-late-as-possible) binding, refers to the latest possible start times for each task. The ALAP binding is found by traversing the DAG from the sink nodes to the source nodes and assigning the latest possible start time \( T_L(n_i) \) to each node. The ALAP start times allow MCP to locate the critical path. For each node, the algorithm maintains a list \( l(n_i) \) which consists of a \( T_L \) for each \( n_i \) and all its descendants. The lists \( l(n_i) \) are in turn ordered and the list \( L \) of nodes is created according to the order of lists \( l(n_i) \). See Figure 9 for the algorithm and Figure 10 for an example of its execution steps. The complexity of MCP is \( O(v^2 \log v) \)

A.3 Mapping heuristic

MH is a modified list-scheduling technique developed by Lewis and El-Rewini that considers processor speed, interconnection topology, and contention. Unlike the other heuristics, MH fits the PDG to various network topologies in an attempt to minimize communication delays. This is done by placing communicating tasks close together. Since the topology we use in our examples is fully-connected our experiment does not take advantage of this feature. In MH, each node is given a priority which is the level as defined by Gersaulis and Yang. This heuristic picks a processor for a task such that the task could not finish any earlier on any other processor. The task is then allocated to the processor. [22]

A.4 Hu’s heuristic

Lewis and El-Rewini modified the classic Hu algorithm to include communication costs. Hu obtains a priority by finding the level. All nodes that have no predecessors are put in a free list in decreasing priority order. After a task has been scheduled, its successors that have all of its predecessors scheduled are put into the free list. [21]

A.5 CLANS

The partitioning scheme used in the clan-based graph decomposition method (CLANS) analyzes the entire PDG before any clustering decisions are made. The graph is decomposed into a hierarchical parse tree of subgraphs known as clans. The top node of the parse tree represents the entire graph and its children.
The Algorithm (MCP):

List_of_PEs = ∅

1. Perform ALAP binding and assign the resulting ALAP time $T_L$ to each node in the graph.

2. For each node $n_i$ create a list $l(n_i)$ which consists of $T_L$’s of $n_i$ and all its descendants, sort $l(n_i)$ in decreasing order of $T_L$.

3. Create $L$ by concatenating the $T_L$ values for each $l(n_i)$ and sort in decreasing order.

4. Schedule $head(L)$ to a Processing Element (PE$_1$) and remove $head(L)$
   \[ List_{of\_PES} ← PE_1(head(L)) \]

5. While $L$ is not empty
   Compute min(start_time) when $head(L)$ is placed on PE$_i$ in List_of_PEs.
   If min(start_time$exist_{\_cluster}$) > start time of head(L) when placed on a new PE
      then
         add new PE to List_of_PEs and place head(L) on new PE
      else
         place head(L) on PE that gives min(starttime)

Figure 9: MCP algorithm.
Figure 10: MCP example.
The Algorithm (MH)

Insert a single exit node. Edges to this node are given a weight of 0.
For each node n, compute level(n)
Initialize free list
Event list <- 0
Repeat
  Get task T with highest level from free list
  While T != nil
    begin
      Choose the processor on which T could start the earliest
      Allocate T to the processor
      Put T on Event List
      Get new T of highest priority from free list
    end
  Get the next event E off the event list
  While event list not empty
    if E has successors
      add to free list all successors which are satisfied and put in order of level
    get next event E from Event List
  Until iterated once for every node

Figure 11: MH algorithm.
Figure 12: Mapping Heuristic example.
The Algorithm (HU)

Find the level for each task and use it as the task’s priority
Put into free list all nodes which have no predecessors in order by priority
Get task t off the free list
Assign t to the first processor
repeat
  update free list
  if (free list not empty)
    get next t off the free list
    Find processor with earliest start time
    Assign t to this processor
until all tasks have been assigned to processors

Figure 13: Hu algorithm.

represent clan subgraphs. For each clan in the tree, its children are similarly subclans of their parent. Formally, a set of vertices $C$ in graph $G$ is a clan iff for all nodes $x, y$ in $C$ and $z$ in $G - C$:

1. $z$ is an ancestor of $x$ iff $z$ is an ancestor of $y$ and;
2. $z$ is a descendant of $x$ iff $z$ is a descendant of $y$.

Clans have several properties that make them useful in the partitioning of a computation.

- A clan is a collection of nodes which have identical communication requirements with other nodes.
- Clans are classified as linear, independent or primitive. The nodes of the linear clans must execute sequentially, while the nodes of the independent clans may execute concurrently. Primitive clans are those that cannot be decomposed into independent and linear clans.
- The clan structure derived from a PDG is unique and forms a hierarchy that is called a parse tree of the PDG.
- The levels of the parse tree correspond to different partitioning sizes. When a cost model for a particular architecture is imposed on the parse tree, the optimal grain can be determined for that architecture.

For a detailed explanation of the algorithm see [20]. Only a high level description is given here. The current version of the parse is $O(n^3)$ but an $O(n^2)$ parser is under development.

For the graph of Figure 16 (A), the non-trivial clans to be placed in the tree include the linear clan $C_1\{3, 4\}$, the independent clan $C_2\{2, \{3, 4\}\}$, and the linear clan $C_3\{1, \{2, \{3, 4\}\}, 5\}$. The parse tree created in step 1 of the algorithm is shown in Figure 16 (B). In step 2 of the algorithm, costs are assigned in a
The Algorithm
1. Parse the PDG into a hierarchy of clans. The root is the entire graph and the leaves are the graph nodes. The original node execution costs are applied to the leaves.
2. Traverse the tree from the bottom up making local decisions at linear clans. The decision made at a linear clan is the best sequence of clustering and concurrency for its independent children.

Figure 14: Hu example.

<table>
<thead>
<tr>
<th>Node</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>150</td>
</tr>
<tr>
<td>2</td>
<td>74</td>
</tr>
<tr>
<td>3</td>
<td>135</td>
</tr>
<tr>
<td>4</td>
<td>95</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
</tr>
</tbody>
</table>

Figure 15: CLANS algorithm.
Parallelization of independent clan C2 causes node 2 to execute separately from nodes 3 and 4.

Schedule completes in parallel time 130.

Figure 16: CLANS example.
bottom-up fashion. The leaves have the costs of the corresponding nodes in the original graph. $C_1$ is the first linear clan to be considered. It has no independent children for which parallelization would be an option, so both of its children are placed in the same cluster for a cost of $30 + 40 = 70$. At $C_3$, a choice is presented for one of its children: cluster the nodes in $C_2$ for a cost of $20 + 70 = 90$, or parallelize it by executing $C_1$ and node 2 concurrently. The cost of parallelizing $C_2$ is the maximum of the costs of its children, including communication requirements for those executing on separate processors. If node 2 is executed separately, its cost with communication is $5 + 20 + 4 = 29$. $C_1$, executing on the same processor as the nodes with which it communicates, costs 70. The cost of parallelization of clan $C_2$ is then $70 = \max(29, 70)$. Since the entire graph is linear, the execution sequence is node 1, clan $C_2$ and node 2 concurrently, followed by node 5, for a cost of $10 + 70 + 50 = 130$. The schedule is shown in Figure 16 (C).