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Abstract

In this paper we extend the classical work on multiprocessor scheduling in several major ways. We define a new notion of scheduling, called the workload schedule, which captures the essence of the communication/computation trade-off. It is a mechanism by which optimal schedules can be generated while considering both execution and communication costs.

We extend the theory of scheduling by proving that the parallel scheduling of programs with tree dependence structures is an NP-complete problem when arbitrary communication and execution costs are assigned and when the processes are scheduled on an unbounded number of processors. This contrasts sharply to the situation that occurs if communication costs must be bounded by execution costs. In this case, an optimal schedule can be found in O(n) time [PY90].

We also present three algorithms for scheduling trees efficiently. The algorithms range from determining the optimal schedule, intractable in the general setting, to an efficient greedy algorithm with a sound heuristic basis.

1. Background

A sequential program can be represented as a directed acyclic graph (DAG). Each vertex in a DAG denotes a task with a processing time; each edge denotes the precedence relation between the two tasks and the weight of the edge is the communication cost which incurs if the two tasks are assigned to different processors. Given a program DAG, we can partition the DAG into grains of appropriate size and assign the grains to processors of a parallel machine to shorten the execution time of the program. The partitioning and assignment is called the scheduling problem. The problem is also known as grain size determination in [KL88], clustering problem in [KB88, Yu84], and internalization pre-pass in [Sa89]. The problem is important because solution methods can be used to generate efficient parallel programs.

In classical DAG scheduling, communication costs are not considered [Co76, GLLK79]. Introducing the communication cost is necessary because communication between processors does take time in real parallel systems, especially in distributed memory systems where communication costs tend to be high relative to processor speed. Researchers and practitioners in parallel computation often emphasize two conflicting goals: obtaining a high degree of parallelism and minimizing inter-processor communication. As the degree of parallelism increases, communication costs also increase, and communication costs can be minimized only by removing
all concurrency. The challenge in the extended scheduling problem is to consider the trade-off between communication and communication [PU87].

Many researchers have studied the problem and proposed solutions. Based on the techniques employed, the earlier methods can be classified into the following three categories:

- Critical path heuristics [GVY90, GY90, KB88, Sa89, WG90, Yu84]: Extending the critical path method due to Hu [Hu61] in classical scheduling, these algorithms try to shorten the longest execution path in the DAG. A comparison study of these methods can be found in [GVY90].

- List scheduling heuristics [AHC90, HCAL89, KL88, LHCA88, Li90, PY90, RL90]: These algorithms assign priorities to the processes and schedule them according to a list priority scheme. Extending the list scheduling heuristic due to [Gr69] in classical scheduling, these algorithms use greedy heuristics and schedule tasks in a certain order. Task duplications have been used in [KL88, AHC90, RL90] to reduce the communication costs.

- Graph decomposition method [MG89, MG90]: Based on graph decomposition theory, the method parses a graph into a hierarchy (tree) of subgraphs. Communication and execution costs are applied to the tree to determine the grain size that results in the most efficient schedule.

Among these three approaches, the graph decomposition method seems to be the most robust and flexible. Rather than modifying the structure of a DAG or scheduling tasks from a priority list as used in the other two approaches, it derives the parallelism by analyzing the structure. The method is based on graph theory, and is both general and conceptually simple.

In this study a new concept for systematic exploitation of parallelism in DAGs is introduced. A workload records the busy time intervals needed by the tasks executed on a processor. Each DAG vertex will be associated with a processor and the processor’s current list of scheduled busy times. The workload provides a way to capture the communication time trade off during the scheduling process. Based on the workload concept, a workload scheduling technique is presented whose goal is to minimize total elapsed time.

In this paper the technique is applied to schedule tree DAGs. The background definitions and assumptions are given in section 2. The concept of the workload is defined in section 3. Section 4 describes the underlying scheduling algorithms and presents the optimal scheduling algorithm. Section 5 surveys the NP-Completeness property for multiprocessor scheduling and presents a new NP-completeness result. Section 6 describes more efficient scheduling algorithms and Section 7 summarizes our work.

2. Preliminaries

Let a DAG be represented by a weighted graph \( G = (V,E) \), where \( V \) is the set of vertices and \( E \) is the set of edges. Each vertex \( v \in V \) represents a task with a task time \( t(v) \). Each directed edge \( (u,v) \in E \) represents a precedence relation, whose weight \( c(u,v) \) denotes the communication cost. For an edge \( (u,v) \), \( u(v) \) is called the predecessor (successor) of \( v(u) \). If a vertex has no predecessor (successor), then it is called a source (sink) vertex. If there is a path from vertex \( u \) to \( v \) then \( u(v) \) is called the ancestor (descendant) of \( v(u) \). The level of a vertex is the number of edges in the longest
path from a source vertex to that vertex. (source vertices are at level 0). The degree of a vertex is the number of edges incident to the vertex. The \textit{indegree} (\textit{outdegree}) of vertex \(u\) is the number of edges \((v,u),(u,v)\). An \textit{intree} (simply called a tree in this paper), is a connected DAG with \(n\) vertices and \(n-1\) edges where the out degree of any vertex is no greater than 1.

A \textit{schedule} of a DAG is a mapping of the tasks onto processors such that all predecessor tasks have executed, the necessary communication has taken place, and no interruption is allowed during task execution (i.e. tasks are nonpreemptive). Unlike schedulers that may activate multiple executions of the same task, we will create schedules where no task is allowed to run on different processors. The \textit{finish time} of a schedule is the time when all the tasks are completed. A schedule with the minimum finish time is called an \textit{optimal schedule}.

We will assume a virtual parallel machine model that satisfies the following conditions:

- The number of processors is unbounded and the processors are fully connected.
- Communication protocols are error free; any number of processors may communicate with any others simultaneously; and the cost of communication between any 2 processors is the same as between any other 2 processors.
- Communication and execution may occur simultaneously.
- All messages are sent at the time of completion of the originating task, and the receiving task cannot begin execution until all messages are received from all preceding tasks.

We make this model more explicit by associating execution and communication times for each vertex and edge. A \textit{tc-pair} \((t(u),c(u))\) will represent vertex \(u\)'s task execution time and communication cost to its successor. When vertices are aggregated to execute on the same processor, the model assumes the execution times are additive. When vertex \(w\)'s predecessors \(u\) and \(v\) execute in parallel, \(w\) will be assigned to the same processor as either \(u\) or \(v\). Assume that \(w\) is assigned to the same processor as \(u\). \(w\)'s execution cannot begin until \(u\) is finished and \(v\) has passed its results to \(u\)'s processor.

The advantage of this model is that it allows researchers to concentrate on the principles needed to exploit the parallelism rather than on the details of the machine architectures. Many researchers have recognized the importance of the model[PY90]. Once the parallelism of an application is exploited, a mapping method can be employed to map the parallelism onto real parallel architectures. This approach has been taken by several recent research projects, such as the SISAL parallel compiler [Sa89], the Hypertool parallel programming environment [WG90], and the parallel code generation system in [TDP89].

3. The Workload Concept

In a binary tree, two sibling tasks can be scheduled in the following ways: (i) parallelize them by executing them on two separate processors, or (ii) aggregate them by executing them both on one processor. Choice (i) leads to a communication delay while the results of the two processes are gathered by one of the processors, while choice (ii) implies that both processes complete their execution before additional processing can continue. In workload scheduling a \textit{workload schedule} is defined at each DAG vertex. This schedule contains two types of information: a sequence of
busy intervals and a start time. The sequence of busy intervals represents the times when the processor containing the DAG vertex is executing some code, while the start time gives the time when the DAG vertex can begin its execution. If a communication delay is required, it will be accounted for in the start time.

**Definition:** The workload of vertex \( u \), denoted by \( W(u) \), is defined as a list of \( k \) time intervals \([a_i,b_i]\) and a starting time \( s(u) \), as follows:

\[
W(u) = ([a_1,b_1],[a_2,b_2],[a_k,b_k], s(u)), \quad \text{where} \quad a_1 = 0, a_i \leq b_i \leq a_{i+1} \text{ for all } i \text{ and } b_k \leq s(u).
\]

The processor executing \( u \) is busy from \( a_i \) to \( b_i \). An empty workload is denoted by \([0,0,0]\).

For example, the workload: \([0,5],[10,25],[35]\) shows that a processor is busy from 0 to 5 and 10 to 25, idle from 5 to 10 and 25 to 35, and ready to execute at time 35. A set of workloads may be associated with each vertex to represent several possible choices for parallelization and aggregation of the ancestor vertices. When there is more than one workload for vertex \( u \), a second identifier, \( j \), can be attached to the workload identifier as in \( W(u,j) \).

The concept of workload scheduling is to keep track of the workloads on the critical path to the root, the critical path, and to make decisions at each vertex of the path that will minimize the total elapsed time. Knowledge of the busy intervals implies knowledge of the idle time and attempts are then made to fill these gaps with real work.

Consider the tree of Figure 1 whose vertices (edges) are labeled with their execution (communication) times. If \( a \) and \( b \) are executed in parallel, the corresponding processors are busy for time intervals \([0,20]\) and \([0,14]\), respectively. If \( u \) is placed on the same processor as \( a \), the execution of \( u \) cannot begin until time 34, when \( b \) has completed and communicated its results to \( u \)'s processor. If \( u \) is placed on the same processor as \( b \), its execution cannot begin until time 35. If \( a \) and \( b \) are executed on the same processor, the model defines the execution times as additive, the busy intervals are \([0,14][14,34]\) and vertex \( u \) can begin execution immediately at time 34.

If above example is extended to a tree of depth 3, as shown in Figure 2, consider the possible schedules for vertex \( w \). Let \( A \) indicate aggregate and \( P_x \) indicate parallelize and place \( x \) on the same processor as \( w \). A string \( S_1S_2S_3 \) identifying workload \( W(z,S_1S_2S_3) \) means the choice \( S_1 \) is made at vertex \( z \) when the workload of the left ancestor is \( S_2 \) and the workload of the right ancestor is \( S_3 \). For each pair of workloads from ancestors \( u \) and \( v \), there are three choices for \( S_1 \): \( A, Pu \) and \( Pv \). Since there are 9 \( u,v \) pairs, there are 27 possible workloads at vertex \( w \). To illustrate their construction, consider \( W(w,PuPaPc) \). \( PuPaPc \) indicates workloads \( W(u,Pa) \) and \( W(v,Pc) \) are to be executed in parallel and \( w \) is to be placed on the same processor as \( u \). The resulting workload includes \( W(u,Pa) \), the busy time representing the work of vertex \( u \), and a start time that follows the execution of \( v \) and the communication of its results \((s(v)+t(v)+c(v))\):

\[
W(w,PuPaPc)=([0,20],[34,39],89)
\]

Aggregation combines all workloads, utilizing idle times whenever possible.

\[
W(w,APbPc)=([0,14],[14,34],[34,39],[39,44],44)
\]

The optimal schedule is shown in Figure 3.

The above example shows how the communication-time trade-off has been captures in a workload: the time intervals are the task execution times, while the gaps between the intervals are
communication delays. As the scheduling proceeds, workload aggregations allow these gaps to be used productively. In general, the larger the communication costs, the more effective the use of these gaps through aggregation and workload scheduling. Heuristics will be developed to prune the choices to a reasonable set and select schedules that will result in early completion times.

4. Workload Scheduling

In this section, algorithms will be presented to develop an optimal schedule based on the workload concept. A dynamic programming algorithm can be used to find the optimal workload of the root, yielding an optimal schedule for the entire tree. The general procedure is to start from the source vertices with empty workloads and compute all workloads that can produce an optimal schedule for the other vertices, level by level. In a binary tree, the workloads for an interior vertex are calculated by considering the two available options: parallelize or aggregate the predecessors. Once the workloads of the root have been computed, the final schedule of the DAG is derived from the workload with the earliest start time.

4.1 Algorithms for Aggregation and Parallelization

Three algorithms are given for binary trees: UPDATE which incorporates the execution requirements of the current vertex, AGGREGATE which generates the workload created by aggregating the predecessor vertices, and PARALLELIZE which generates the workloads created by parallelizing the predecessor vertices. Algorithm UPDATE takes as input a workload, \(W(u)\) and a task time for \(u, t(u)\). It produces a workload with task time \(t(u)\) added after \(s(u)\). If \(s(u) = b_k\), then the last interval is expanded to include \(u\)'s task time. Otherwise a new interval is created. In either case, \(s(u)\) is updated.

```
Algorithm UPDATE(W(u), t(u));
/* Input: a workload W(u) = ([a1,b1],[a2,b2], ...,[ak,bk], s(u)) and a task time t(u). */
/* Return: the modified workload W with a task time t(u) added after time s(u) */

If bk = s(u) then b_k = b_k + t(u); s(u) := b_k /* extend last interval */
else k := k + 1; a_k = s(u); b_k = s(u) + t(u); s(u) := b_k /* add new interval */
Return W(u)
```

Parallelize

When \(u\)'s ancestors are executed in parallel, the workload computed for \(u\) is a copy of an ancestor's updated workload with a start time that reflects the delay waiting for the other ancestor to transmit its results. For example in Figure 2., \(W(w, PuPaPc)\) is updated \(W(u, Pa)\) with start time \(34 + t(v) + c(v)\). When parallelizing the predecessors of vertex \(u\), it is tempting to assign \(u\) to the processor on which it can begin execution earliest. In Figure 2, for example, a local decision at \(u\) to minimize the start time would place \(u\) on the same processor as \(a\) and assign \(u\) the workload \(((0,20),34)\). If \(u\) then could be aggregated with \(W(v,Pc)\) the workload would be \(((0,50),50)\). On the other hand, placing \(u\) with \(b\) creates workload \(((0,14),35)\) and merging with \(W(v,Pc)\) gives
workload $W(w, APbPc) = ([0,44], 44)$. The length and timing of the busy intervals, as well as the start times, play a role in creating the optimal schedule. The PARALLELIZE algorithm produces both possible workloads for a vertex with two predecessors.

Algorithm PARALLELIZE ($W(x), t(x), c(x), W(y), t(y), c(y)$);
/* Input: workloads $W(x)$ and $W(y)$, task times $t(x)$ and $t(y)$, communication requirements, $c(x)$ and $c(y)$. */
/* Output: workloads $W(u, Px)$ and $W(u, Py)$ for vertex $u$ with predecessors $x$ and $y$ */
/* update start times */

UPDATE ($W(x), t(x)$); UPDATE ($W(y), t(y)$);
/* $x$ and $u$ on same processor - use $x$'s workload */
$W(u, Px) = W(x)$
$s(u, Px) = \max(s(x), s(y) + c(y))$

/* $y$ and $u$ on same processor - use $y$'s workload */
$W(u, y) = W(y)$
$s(u, Py) = \max(s(x) + c(x), s(y))$

Return $W(u, Px), W(u, Py)$

Aggregate

Aggregating two workloads, $W(x)$ and $W(y)$, produces a third workload, $W(u, A)$ that includes all the busy times from $W(x)$ and $W(y)$. Since the underlying architectural model assumes processing is additive, the busy intervals are created by combining busy times. When aggregating two workloads with parallel predecessors, only the work referred to by the busy times are merged. No attempt is made to combine the parallel work. For example, suppose in Figure 2, $W(u, Pa)$ and $W(v, Pc)$ are aggregated to form $W(w, APaPc)$. Vertices $a, u, c, v$ and $w$ are executed on the critical processor, say #1. Meanwhile $b$ and $d$ are assigned to two different processors, say #2 and #3. No attempt is made to merge $b$ and $d$.

If two busy times overlap, the total execution time is included in an interval from the start of the first, $t_f$, to $t_f$ plus the sum of the execution times. i.e. if $[a_i, b_i]$ is to be merged with $[c_j, d_j]$ and $a_i \leq c_j \leq b_i$, the resultant interval is $[a_i, a_i + (b_i - a_i + d_j - c_j)]$. As new intervals are formed, overlapping may occur with original intervals resulting in new merged intervals.

The procedure AGGREGATE is based on the standard merge algorithm.

Algorithm AGGREGATE ($W(x), t(x), W(y), t(y)$);
/* Input: workloads $W(x)$ and $W(y)$, task times $t(x)$ and $t(y)$ */
/* Output: the aggregated workload $W(u) = ([e_1, f_1], ..., [e_r, f_r], s(u)) */

UPDATE ($W(x), t(x)$); /* denote $W(x) = ([a_1, b_1], [a_2, b_2], ..., [a_p, b_p], s(x)) */
UPDATE (W(y),t(y)); /* denote W(y) = ([c_1,d_1],[c_2,d_2],...[c_q,d_q], s(y))

Merge intervals from both workloads W(x) and W(y) until all intervals from one
workload are included.
Insert the remaining busy intervals.
Set start time to end of final interval.

For example: Suppose W(x) = ([0,2],[3,5],10), t(x) = 2, W(y) = ([0,1],[7,8],[11,12],14) and
t(y)=2. Then merging [0,2],[0,1] and [3,5] gives [0,5]; [10,13] includes x's execution and [11,12];
[14,16] represents y's execution. The merged workload is W(u) = ([0,5],[7,8],[10,13],[14,16],16).

The algorithm AGGREGATE scans through both workloads once, so it runs in linear time. The
resulting start time is minimum when two processes are aggregated. The PARALLELIZE
algorithm copies two workloads, again yielding a linear time algorithm.

4.2 Subschedules

The workload at task u, W(u), describes the busy intervals and next available execution time for
the processor on which task u will execute. Workloads are created as we traverse the tree and
combine the work done by previous processing. If all potential parallelism were exploited, the total
number of processors used would equal the number of leaf tasks and with each step down the tree,
fewer processors would be required. At the root, only one processor is required. To use the
processors most efficiently, it is helpful to place heavier execution burdens on processors that will
be released as we go down the tree and to place lighter execution loads on the subtree roots. In this
way there are greater opportunities for aggregation that will not lengthen the root's workload. For
example for task u with t(u) = 3, consider workloads W(u,1) = ([0,8], [10,15], 17)and W(u,2) =
([0,4], [10,12],17). The updated workloads (including u's execution requirements) are \( \overline{W}(u,1) =
([0,8], [10,15], [17,20], 20) \) and \( \overline{W}(u,2) = ([0,4], [10,12], [17,20], 20) \). Both have the same start time,
but \( \overline{W}(u,2) \) is more lightly loaded. Suppose an attempt is made to aggregate u's workloads with
updated W(v) = ([0,5], [10,16], 16). W(v) aggregated with W(u,1) gives the workload ([0, 27],27),
and W(v) aggregated with W(u,2) gives the workload ([0,9],[10,21],21). The idle time represents
communication delay which can be utilized when aggregation occurs. This idea is the basis upon
which subschedule pruning is based.

**Definition:** Given two workloads, \( W(x,1) = ([a_1,b_1],[a_2,b_2],...[a_p,b_p], s_1(x)) \) and \( W(x,2) =
([c_1,d_1],[c_2,d_2],...[c_q,d_q], s_2(x)) \), then workload \( W(x,1) \) is said to be a **subschedule** of \( W(x,2) \)
if for all \( i, 1 \leq i \leq p \), there exists some \( j, 1 \leq j \leq q \) such that \([a_i,b_i] \subseteq [c_j,d_j] \) and \( s_1(x) \leq s_2(x) \).
\( W(x,1) \) is a **proper subschedule** of \( W(x,2) \) if \([a_i,b_i] \subseteq [c_j,d_j] \) as before and \( s_1(x) < s_2(x) \) or
\([a_i,b_i] \subseteq [c_j,d_j] \) for some i,j pair and \( s_1(x) \leq s_2(x) \). When \( W(x,1) \) is a subschedule of \( W(x,2) \),
\( W(x,2) \) is said to be a **superschedule** of \( W(x,1) \).

In the example above \( W(u,2) \) is a subschedule of \( W(u,1) \).

**Lemma 1:** Let \( W(u,1) \) and \( W(u,2) \) be two workloads at vertex u and let \( W(w,1) \) and \( W(w,2) \)
denote the workloads obtained by aggregating \( W(u,1) \) and \( W(u,2) \) resp. with \( W(v) \). If
\( W(u,1) \) is a subschedule of \( W(u,2) \) then \( W(w,1) \) is a subschedule of \( W(w,2) \).
Proof: Follows directly from the procedure AGGREGATE.

Let \( W(w,ix) \) denote the workload at \( w \) resulting from parallelizing \( W(q,i) \) with \( W(v) \) and placing vertex \( x \) on the processor with \( w \).

**Lemma 2:** Let \( W(w,1u) \) and \( W(w,1v) \) be the workloads obtained by parallelizing \( W(u,1) \) and \( W(v) \). \( W(w,2u) \) and \( W(w,2v) \) denote the workloads obtained by parallelizing \( W(u,2) \) and \( W(v) \). If \( W(u,1) \) is a subschedule of \( W(u,2) \), then \( W(w,1u) \) is a subschedule of \( W(w,2u) \) and \( W(w,1v) \) is a subschedule of \( W(w,2v) \).

**Proof:** Follows directly from the procedure PARALLELIZE.

### 4.3 An Optimal Solution

At each vertex in the binary tree, exactly three choices are presented: aggregate by placing the predecessors on the same processor or parallelize the predecessors and place the current vertex with the left (right) predecessor. Workloads that are superschedules of the other workloads can be eliminated from consideration. By keeping track of all remaining choices and the corresponding workloads at each vertex, an exact solution to the problem can be found. At each vertex, all pairs \( W(x,i) \) and \( W(y,j) \) of workloads from the predecessors \( x \) and \( y \) are combined and both the aggregation and parallelization algorithms are applied.

```plaintext
Algorithm OPTIMAL SCHEDULE(T:labeled tree):
/* Input: tree with task times, t(x), and communication times c(x) associated with each vertex */
/* Output: optimal workload schedule of root, r. */
/* Let L be the level of the root */
For lev = 1 to L do
  For each vertex u on level lev do
    index = 1; temp = 0;
    /* let x and y denote the predecessors of u and n(v) the number of workloads associated with vertex v*/
    For i = 0 to n(x) - 1
      For j = 1 to n(y)
        W(u, index)) = AGGREGATE(W(x,i), t(x), W(y,i), t(y))
        If W(u,index) is not a superschedule of W(u,k), 1<=k<index then index + index+1
        W(u,index), W(u,index+1) = PARALLELIZE(W(x,i),t(x),c(x),W(y,j),t(y),c(y))
        If W(u,index) is not a superschedule of W(u,k), 1<=k<index then temp = 1
        If W(u,index+1) is not a superschedule of W(u,k), 1<=k<index then index = index+1+temp else index = index + temp
    n(u) = index
Among workloads, W(r,i), select the one with smallest starting time and call it W(r)
Return (W(r))
```
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The final schedule is completed in time $s(\tau) + \tau(\tau)$, the start time of $W(\tau)$ plus the task time for the root vertex.

**Theorem 3:** The OPTIMAL SCHEDULE algorithm gives a schedule with minimal completion time.

**Proof:** The algorithm finds all possible schedules except those eliminated through the subschedule pruning. But Lemmas 1 and 2 imply that superschedules can never generate an earlier start time. 

For a complete binary tree of depth 3 with $n = 2^{d+1} - 1$ vertices, the number of workloads at the root vertex is $O(3^n)$. Although this dynamic programming solution is intractable, it does give an optimal schedule. In the following sections, it will be shown that finding the optimal schedule is an NP-complete problem, and a series of algorithms will be developed that produce good solutions that may not be optimal. The algorithms use the basic ideas of the dynamic programming approach, but eliminate from consideration some of the workloads at each vertex. Three methods of pruning are considered.

5. NP-Completeness

In Section 4., an intractable algorithm to find an optimal schedule was given. The natural question arises as to whether a polynomial time algorithm exists for tree scheduling in this model. NP-completeness results for scheduling trees vary drastically in very similar settings. When the number of processors is fixed, finding an optimal schedule of trees, even without considering communication costs, is NP-Complete [GJ79]. On the other hand, if the machine model assumes an unbounded number of (virtual) processors and ignores communication costs, then scheduling trees is in P. Furthermore, Anger, Hwang and Chow [AHC90] show that if communication delays are assumed to be no longer than the shortest task processing time, there is a linear-time optimal algorithm for tree scheduling. The variable complexity of the problem emphasized the need to pay careful attention to the complexity of scheduling under new machine models.

Papadimitriou and Yannakakis [PY90] prove that when the execution costs of the vertices are constant and the communication cost between two vertices is constant, scheduling a DAG with possible repetitions of the vertices on an unlimited number of processors is an NP-complete problem. We extend these results by proving that even for trees with arbitrary communication and execution costs, when there are an unbounded number of processors, scheduling is an NP-complete problem. This result is in sharp contrast with that in [AHC90]. By relaxing the coarse-grain condition, the difficulty of the tree scheduling problem changes from linear-time solvable to NP-complete.

To prove NP-completeness, we reduce the partition problem, which is a well-known NP-complete problem [GJ79] to our tree scheduling problem. The partitioning problem states that, given a set of numbers, it is an NP-complete problem to find a subset whose values sum to half the sum of all the values in the set.
Theorem 4: It is an NP-complete problem to decide, given a time $T^*$ and a tree whose vertices and edges are assigned arbitrary execution and communication times, whether there exists a schedule on a machine with an arbitrary number of processors such that its finish time is no greater than $T^*$.

Proof: Given an instance of the partition problem, $B = \{v_i: 1 \leq i \leq n, v_i \text{ a positive integer}\}$, let $A = (\Sigma v_i)/2$. The ordered pair, $(t,c)$, (called a tc-pair), will represent a vertex's task time and communication cost to its successor. We will construct a tree dag that corresponds to this instance of the partition problem, and we will show that finding the optimal schedule will correspond to finding the subset of $B$ whose values sum to $A$. The construction is illustrated in Figure 4. The root has $n$ subtrees which correspond to the $n$ values in $B$. The $i$th subtree is rooted at $w_i$, with tc-pair $(1/(2n^2), A^3)$. Vertex $w_i$ has three predecessors, denoted as $p_i$, $q_i$ and $r_i$, with corresponding tc-pairs $(v_i, A - v_i)$, $(A^2 + A - 1, 1)$ and $(1/(2n^2), A - 1/(2n^2))$, respectively. Vertex $p_i$ has two predecessors, $a_i$ and $b_i$ with tc-pairs $(1/(2n^2), A^2 - 1/(2n^2))$ and $(A^2 - 1/(2n^2), 1/(2n^2))$. Vertex $r_i$ has two predecessors, $c_i$ and $d_i$ with their tc-pairs $(Av_i, A^2 - Av_i)$ and $(A^2 - 1, 1)$. Clearly the tree can be built in polynomial time.

The possible workloads at $p_i$ include

$W(p_i,1) = ([0, A^2], A^2)$ (aggregation)

$W(p_i,2) = ([0, 1/(2n^2)], A^2)$ (parallelize and place $p_i$ on same processor as $a_i$)

$W(p_i,3) = ([0, A^2 - 1/(2n^2)], A^2)$ (parallelize; place $p_i$ on same processor as $b_i$)

The possible workloads at $r_i$ include

$W(r_i,1) = ([0, A^2 + Av_i - 1], A^2 + Av_i - 1)$ (aggregation)

$W(r_i,2) = ([0, Av_i], A^2)$ (parallelize and place $r_i$ on same processor as $c_i$)

$W(r_i,3) = ([0, A^2 - 1], A^2)$ (parallelize and place $r_i$ on same processor as $d_i$)

$W(p_i,2)$ is a subsequence of $p_i$'s other workloads and $W(r_i,2)$ is a subsequence of $r_i$'s other workloads. By lemmas 1 and 2, the only workloads that will produce optimal schedules at $w_i$ are $W(p_i,2)$ and $W(r_i,2)$.

The possible optimal workloads at $w_i$ include:

(parallelize all 3 predecessors)

$W(w_i,1) = ([0, 1/(2n^2)], [A^2, A^2 + v_i, A^2 + A])$ (place $w_i$ on same processor as $p_i$)

$W(w_i,2) = ([0, Av_i], [A^2, A^2 + 1/(2n^2), A^2 + A])$ (place $w_i$ on same processor as $r_i$)

$W(w_i,3) = ([0, A^2 + A - 1], A^2 + A)$ (place $w_i$ on same processor as $q_i$)

When considering aggregation, notice that the load at $q_i$ is so large that when aggregated with either $p_i$ or $q_i$, the start time and processing requirements will be greater than $A^2 + A$ and it will be a superschedule of the others. When $p_i$ and $r_i$ are aggregated and parallelized with $q_i$, the resulting workload is:

$W(w_i,4) = ([0, Av_i + 1/(2n^2)], [A^2, A^2 + v_i + 1/(2n^2), A^2 + A])$.
By lemmas 1 and 2, the optimal schedule is produced by pruning all workloads that are superschedules to some schedule. The pruning leaves two choices of workloads at $w_i$:

$W(w_i,1) = ([0,1/(2n^2)],A^2,A^2+v_{ij},A^2+A)$ and
$W(w_i,2) = ([0,A_{ij}],A^2,A^2+1/(2n^2)],A^2+A)$.

The communication costs to the root are too large to benefit from executing any two vertices concurrently. Aggregating all vertices $w_i$ produces the optimal schedule.

Let $S$ be the subset of vertices $w_{i_1},...,w_{i_k}$ for which the workload $W(w_i,2)$ is chosen. Let $|S|$ denote the total processing requirements for the workload at the root is given by:

$$T = A^2|S| + k(1/(2n^2)) + (n-k)(1/(2n^2)) + 2A - |S| + n/(2n^2)$$

The first two terms of $T$ come from the busy intervals in $W(w_i,2)$; the third and fourth term from the busy intervals in $W(w_i,1)$ and the last term corresponds to the processing required at the $w_i$ vertices. If the start time of the root is $T$, then the choice of $S$ gives an optimal schedule. We show that only if $|S| = A$, the optimal schedule is achieved. If $|S| = A$, $T = A^2 + A + 1/n$. Since $B$ is a set of integers, if $|S| > A$, then the first term in equation * will be greater than $A^2 + A$ and $T > A^2 + A + 1/n$. If $|S| < A$ then $2A - |S| > A$, and since the second busy interval of both $W(w_i,1)$ and $W(w_i,2)$ cannot start until time $A^2$, $T > A^2 + A + 1/n$. On the other hand, if $|S| = A$, $T$ is achieved by scheduling all busy times from $W(w_i,2)$ followed by all busy times from $W(w_i,1)$ and then all $w_i$ processing.

We have reduced a case of the optimal scheduling problem in this setting to the partition problem, and thereby proved that scheduling trees with arbitrary communication costs is NP-complete.

6. Pruning Techniques

The optimal dynamic programming solution to the scheduling problem of Section 4 is intractable for a general task graph. For graphs with no possibilities of finding subschedules, algorithm will compute $O(3^n)$ workloads. In section 5 we proved that there is no reasonable hope of finding a polynomial scheduling algorithm for trees with communication overhead. In this section we offer several algorithms that will execute in a reasonable time and produce good results.

6.1 Lighter Loads

The subschedule relationship was defined to reduce the load on the critical path processor so that processing time was available when needed for aggregation. This idea is extended to comparing workloads where one’s scheduled busy times are not necessarily subintervals of the other’s.

**Definition:** Given two workloads, $W(x,1) = ([a_1,b_1],[a_2,b_2],...[a_p,b_p], s_1(x))$ and $W(x,2) = ([c_1,d_1],[c_2,d_2],...[c_q,d_q], s_2(x))$, $W(x,1)$ is said to be lighter than $W(x,2)$ iff $\Sigma(b_i-a_i) \leq \Sigma(d_i-e_i)$ and $s_1(x) \leq s_2(x)$, i.e. the total busy time from $W(x,1) \leq$ the total busy time from $W(x,2)$ and the start time of $W(x,1)$ is less than the start time of $W(x,2)$. $W(x,1)$ is a strictly lighter
load if $\Sigma(b_1-a_1) < \Sigma(d_1-e_1)$ and $s_1(x) \leq s_2(x)$, or $\Sigma(b_1-a_1) \leq \Sigma(d_1-e_1)$ and $s_1(x) < s_2(x)$. $W(x,2)$ is said to be heavier than $W(x,1)$.

For example, let $W(v,1) = ([0,4],[8,10],10)$ and $W(v,2) = ([0,3],[4,7],[9,10],10)$. $W(v,1)$ is lighter than $W(v,2)$ since the total busy times of $W(v,1)$ and $W(v,2)$ are 6 and 7 respectively. Notice that $W(v,1)$ is not a subschedule of $W(v,2)$. The subschedule relationship is stronger than the lighter relationship. Whenever $W(u,1)$ is a subschedule of $W(u,2)$, it is also true that $W(u,1)$ is lighter than $W(u,2)$.

A reasonable algorithm heuristic algorithm applies this pruning to the OPTIMAL SCHEDULE algorithm:

```
Algorithm LIGHTER_LOAD_SCHEDULE(T: labeled tree):
/* Input: tree with task times, t(x), and communication times c(x) associated with
each vertex */
/* Output: workload schedule of root, r. */
/* Let L be the level of the root */
For lev = 1 to L do
    For each vertex $u$ on level lev do
        index = 1; temp = 0;
        /*let x and y denote the predecessors of $u$ and $n(v)$ the number of workloads
        associated with vertex $v$*/
        For $i = 0$ to $n(x) - 1$
            For $j = 1$ to $n(y)$
                $W(u, index) = \text{AGGREGATE}(W(x,i), t(x), W(y,i), t(y))$
                If $W(u,index)$ is not a lighter load than $W(u,k)$, $1 \leq k \leq index$
                    then index + index + 1
                $W(u,index), W(u,index+1) =$
                    $\text{PARALLELIZE}(W(x,i), t(x), c(x), W(y,j), t(y), c(y))$
                If $W(u,index)$ is not a lighter load than $W(u,k)$, $1 \leq k \leq index$
                    then temp = 1
                If $W(u,index+1)$ is not a lighter load than $W(u,k)$, $1 \leq k \leq index$
                    then index = index + 1 + temp else index = index + temp
        n(u) = index
        Among workloads, $W(r,i)$, select the one with smallest starting time and call it $W(r)$
    Return ($W(r)$)

6.2 Parallel Decision Pruning

One of the most intuitive pruning choices comes when two vertices are to be parallelized. Instead of considering two workloads resulting from parallelizing $u$ and $v$, choose the one that results in the earliest start time. The parallelize algorithm with pruning then becomes:

```
Algorithm PPARALLELIZE(W(x), t(x), c(x), W(y), t(y), c(y));
/* Input: workloads W(x) and W(y), task times t(x) and t(y), communication
requirements, c(x) and c(y). */
```
/* Output: a single workload W(u) for vertex u with predecessors a and b */

UPDATE( W(x), t(x)); UPDATE (W(y),t(y));
/* updated start times include task times */
If s(x) + c(x) > s(y) + c(y) then
    /* a and u on same processor - use a’s workload */
    W(u) = W(x)
    s(u) = s(y) + c(y)
else
    /* b and u on same processor - use b’s workload */
    W(u) = W(y)
    s(u) = s(x) + c(x)

Return W(u)

The PPARALLELIZE algorithm can be used place of the PARALLELIZE algorithm in the
LIGHTER_LOAD algorithm to produce an even faster algorithm, though its result may be less
accurate.

6.3 Local Greedy Decision

All workload choices except one can be eliminated to produce an O(n) algorithm when
scheduling overhead must be minimized. Such a greedy algorithm that makes local decisions will
choose the schedule that has the smallest start time.

Algorithm GREEDY_SCHEDULE(T:labeled tree):
/* Input: tree with task times, t(x), and communication times c(x) associated with
each vertex */
/* Output: workload schedule of root, r. */
/* Let L be the level of the root */
For lev = 1 to L do
    For each vertex u on level lev do
        W(u,A) = AGGREGATE(W(x,i), t(x), W(y,j), t(y))
        W(u,P) = PPARALLELIZE(W(x,i),t(x),c(x),W(y,j),t(y),c(y))
        If start time of W(u,A) < start time of W(u,P)
            then W(u) = W(u,A)
            else W(u) = W(u,P)

Return (W(r))

6.4 Extension to General Trees

The algorithms and procedures developed for binary trees are easily extended to arbitrary trees.
To aggregate an arbitrarily long list of processes, the first two could be aggregated and the third
merged with the result of the first two. A faster alternative would be to recursively merge pairs of
workloads from the list until all are included.

Parallelization is simply the selection of a workload or set of workloads to be copied to the
successor and determination of the start time. Selecting among many is essentially the same as
selecting between two, and the start time will be the maximum among the possibilities.
The optimal, intractable solution is calculated by considering all parallelize/aggregate combinations, and pruning with lighter loads and single parallel decisions will provide good heuristics for reasonable results. A good greedy algorithm, WL-Schedule, uses a local optimal strategy where each vertex generates only one workload. Suppose that vertex $u$ has $k$ predecessors $u_1, u_2 \ldots u_k$. Let the starting time of $W(u_i)$ be $s(i)$ and the task and communication costs be $t(i)$ and $c(i)$. Sort the workloads in non-increasing order by value of $z(i) = s(i) + t(i) + c(i)$. The larger the value of $z(i)$, the more the vertex should be aggregated with its neighbors since the start time of the aggregation does not include the communication time, $c(i)$. The algorithm aggregates workloads in order of non-increasing $z(i)$ until the resulting start time exceeds the $z$ value of the next vertex. An additional processor is assigned to the next sequence of vertices. The aggregation repeats until the start time exceeds the next $z$ value. The process repeats until all vertices are assigned. A conceptual diagram of the process is given in Figure 5.

Algorithm WL-Schedule($P, u, \text{Root}(u), W(u)$)
/* Input: processor counter $P$ for scheduling grains; vertex label $u$*/

/*Output: $W(u)$; updated processor count $P$; schedules of grains decided at $u$*/

begin
Sort the predecessors of $u$ in order of decreasing values of $s(j) + t(j) + c(j)$ and place on process list, PL.
If $u$ is the root, set the finish time of the final schedule to $s(u) + t(u)$.
Starting with first predecessor, select workloads in order from PL and aggregate into workload $W(u)$ until the start time $s(u)$ is larger than the value of $z$ for the next member of PL.
while not all predecessors have been inspected
Starting with next predecessor, select workloads in order from PL and aggregate until the start time is larger than the value of $z$ for the next member of PL.
increment $P$.
assign aggregation to processor $P$.
/*end while*/

If only the finish time of the final schedule is required, the while loop is not necessary. The purpose of the while loop is to aggregate processes into grains and schedule the grains on processors. The while loop guarantees that the starting time of task $u$ will not be delayed by these grains.

The entire tree is scheduled with a post-order traversal and calls to WL-schedule at each non-leaf vertex. The recursive algorithm, is called Tree-Schedule. To find the schedule for a tree DAG rooted at $R$, we call Tree-Schedule(1,$R$,true).
Algorithm Tree-Schedule(P, r, Root(r));
/* Input: the root r of a tree DAG, a predicate Root(r) which is true if r is the 
original root. */

/* Output: the schedule of the tree DAG */
beginn
if (r is a leaf) and Root(r) the schedule t(r) on processor 1 /* single task*/
else if (r is leaf) then update workload (0,0)
else
begin
for each predecessor ri of r call Tree-Schedule(P,ri,false);
call WL-Schedule(P,r,Root(r),W(r)) /*schedule r*/
end
end

7. Conclusions

The workload schedule contains all the information necessary to make optimal decisions to 
parallelize or merge processors. It captures the essence of the communication/computation trade-
off and allows the scheduling of processes during communication delay periods. It is a mechanism 
by which optimal schedules can be generated while considering execution and communication 
costs.

Through the ideas of workload scheduling we extended scheduling theory by proving that the 
parallel scheduling of programs with tree dependence structures is an NP-complete problem when 
arbitrary communication and execution costs are assigned and when the processes are scheduled 
on an unbounded number of processors. This result is in sharp contrast to the same problem with 
the additional restriction that communication costs are bounded by the execution costs. In this latter 
case, an optimal schedule can be found in O(n) time [PY90].

We also devised a set of algorithms for efficiently scheduling trees. The algorithms range from 
determining the optimal schedule, intractable in the general setting, to an efficient greedy 
algorithm with a sound heuristic basis. Testing is underway to measure the trade-off between the 
processing cost of optimal scheduling and the adequacy of heuristically created schedules.
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\[ W(u,Pa) = ([0, 20], 34) \]
\[ W(u,Pb) = ([0, 14], 35) \]
\[ W(u,A) = ([0, 34], 34) \]

Fig. 1 Workload example.
\[ W(u,Pa) = ([0,20], 34) \]
\[ W(u,Pb) = ([0,14], 35) \]
\[ W(u,A ) = ([0,34], 34) \]
\[ W(v,Pc) = ([0,20], 34) \]
\[ W(v,Pd) = ([0,14], 35) \]
\[ W(v,A ) = ([0,34], 34) \]

\[ W(w,Pu Pa Pc) = ([0,20], [34,39], 89) \]
\[ W(w,Pv Pa Pd) = ([0,14], [35,40], 99) \]
\[ W(w,A Pb Pc) = ([0,44], 44) \]
\[ W(w,A Pa Pc) = ([0,50], 50) \]

Fig. 2 Sample workload schedules.
Figure 3. Optimal Schedule: W(w A Pb Pc) for Figure 2
\[ W(p_i) = ([0, 1/(2n^2)], A^2) \]
\[ W(r_i) = ([0, Av_i], A^2) \]
\[ W(w_{i,1}) = ([0, 1/(2n^2)], [A^2, A^2 + v_i], A^2 + A) \]
\[ W(w_{i,2}) = ([0, Av_i], [A^2, A^2 + 1/(2n^2)], A^2 + A) \]

Fig. 4 The construction for the NP-Complete proof.
Figure 5. The scheduling of the algorithm WL-Schedule at node u.