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Abstract

The complexity of parallel programming has stimulated the development of a variety of debugging tools. This survey of recent research focuses on debugger visualization systems. The effectiveness of such systems is bounded by the degree to which their representations of run-time behavior correlate with the language structures used to incorporate parallelism, as well as the logical framework adopted by the programmer. Current visualization systems are compared with the conceptual models supported by parallel languages. Attention is drawn to the fact that debuggers are tied to specific models and that this association may restrict their usefulness and acceptability.
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Introduction

The advent of parallelism has introduced a new range of problems that are well beyond the experience of traditional serial programmers. Established paradigms for program development are known to be inadequate, but no alternatives have as yet achieved widespread acceptability. The lack of consensus is particularly appreciable in the area of parallel debugging, where published treatments — both theoretical and methodological — reflect the individual experiences of tool developers. The result is a proliferation of unrelated and sometimes conflicting information (compare, for example, the viewpoints expressed in [1]–[7]). Descriptions of parallel debuggers are often so sketchy that few real conclusions can be drawn. Furthermore, many systems are still in the experimental stage, so no evidence has been presented regarding their suitability for real-world problems or a general audience.

A complete discussion of parallel debugging tools is clearly beyond the scope of this paper. Instead, we focus on an aspect that is critical to the user, but often downplayed in papers and reports: the way parallel execution is represented graphically by a debugger. The representational and interpretive concepts which form the basis for graphical displays, together with the screen configurations employed, are referred to collectively as the debugger's visualization system. Attention will be drawn to the fact that existing visualization systems are tied to specific conceptual models for parallelism, an association which may be undesirable in terms of both usefulness and acceptability.

Program development involves a transformation from the programmer's mental model of problem solution to a second model in the form of workable code. Correctness, consistency, and reliability all derive from how effective that transformation is. When the process is inaccurate, program behavior during execution diverges from what was intended in the mental model. The central role of a debugger is to facilitate the isolation and correction of the factors responsible for such aberrancies.

Existing programming languages impose restrictions on the program development process by supporting only a limited number of conceptual models for parallelism [8]. The programmer must, in effect, reconfigure the mental model to fit the framework of the language at hand. This situation has impact on debugging technology. Graphical portrayals of execution must be consistent with that framework if the programmer is to make accurate inferences. When the representational scheme employed by a debugger requires that the user make yet another conceptual
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transformation, the relationship between program code and run-time behavior is obscured rather than elucidated.

The effectiveness of a debugger's visualization system is bounded not only by the representational scheme it employs, but also by the degree to which program code actually reflects the programmer's logic. Although a human can and does apply knowledge of the algorithm in reasoning about program behavior, an automated tool must rely solely on details gleaned from analysis of the program text and its run-time behavior. The information provided by a debugger is effectively constrained to the implementation rather than the underlying problem. It is critical, therefore, that the "semantic gap" between concept and code be minimized.

In serial programming paradigms, this can be accomplished in two ways. First, formal software design methodologies structure the conceptualization process so that conversion to program code is more straightforward. Alternatively, the introduction of programming language constructs at a higher level of abstraction shifts transformation responsibilities from the programmer to the compiler. Unfortunately, neither alternative is available to the parallel programmer. Parallel design paradigms are still in an embryonic stage, while programming language support for parallelism is at a distressingly low level, reminiscent of the early days of Fortran [9, 10]. What's more, recent studies indicate that abstraction mechanisms themselves may compromise the correct functioning of parallel programs [11]. Given that the distance between problem logic and parallel code is unlikely to improve in the near future, it is particularly important that debuggers employ appropriate schemes for visualization.

Types of Visualization Systems

The developers of parallel debugging tools have elected to represent program execution in distinctive ways. Commercially available debuggers employ a state-based approach, probably because this represents a natural extension of serial debugging technology [3]. Serial execution can be traced by observing changes in "program state", as characterized by the contents of data storage and the flow of program control. This approach is extended to parallel execution by viewing a program as a collection of functional entities executing concurrently or intermittently. Where a serial debugger allows the animation of instructions or the examination of data within a single program, a parallel tool provides similar capabilities for a series of processes. This is usually accomplished by supporting multiple debugger windows, one per process [12, 13, 14, 15].

Even with serial debugging, it is difficult for the user to correlate changes in program state with his/her concept of what correct program behavior should be. This difficulty is compounded when the user must assimilate state changes occurring in each of a number of processes and synthesize some coherent notion of overall behavior. A few experimental systems have attempted to facilitate this conceptualization by abstracting the process unit. Rather than tracing state changes
locally within processes, these systems portray the global flow of execution among them. The process becomes the basic unit of observation; state changes include creation, deletion, execution, delay, and completion. Program structure is depicted by a hierarchical framework such as a call graph, where vertices represent processes and arcs denote execution or calling sequence. Execution behavior can be animated by altering the color or pattern of the vertices to reflect state changes through time. This type of visualization system is included in the Schedule environment developed by Dongarra and Sorensen [16] for writing portable parallel programs (see Figure 1). Here, the nodes represent subroutine-level processes and can have one of four states: clear nodes are subroutines awaiting the completion of subordinate nodes, lined nodes are ready to run but haven't yet been started by the system, hashed nodes are currently executing, and black nodes have reached completion. The visualization system of Zimmermann et al. [17, 18] provides a similar view of execution flow; in this case, however, other program components such as synchronization objects are included as part of the display. In Figure 2, for example, circular nodes represent processes, while various box shapes are used to signify monitors, modules, routines, and signals.
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**Figure 1. Subroutine-level process representation, Schedule [16]**
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The problem with state-based visualization systems is that snapshots of individual and collective processor states do not adequately describe parallel behavior. If the notion of global state is to be useful, the occurrence of process interactions at the instant of the snapshot must also be taken into account. This introduces a new level of complexity, reflecting the fact that in parallel programs the sequencing of interactions can provoke additional errors. Thus, understanding the temporal relationships among interactions, both potential and observed, is fundamental to developing correct parallel programs. A series of experimental visualization systems have evolved from this realization. They may be characterized as interaction-based, in reference to their emphasis on this aspect of program behavior.

Processes interact in two ways: through communication, or the exchange of data information; and through synchronization, the exchange of control information. To date, debugger developers have focused on displaying communication interactions [19]. Time-process diagrams are employed to provide a static after-image of communications over time. In most cases, a time line is drawn along one dimen-
tion, while individual processes are distributed across a second. Moving back and forth along the time line reveals the sequence of communications recorded during execution. Message traffic is depicted by lines connecting processes in pairs. One example is the display proposed by Harter et al. [20] for the IDD distributed debugger, shown in Figure 3. Here, processes are distributed along the vertical axis, while time increases from left to right along the horizontal. The Moviola system being developed at the University of Rochester by LeBlanc, Fowler, and Mellor-Crummey [21] uses essentially the same arrangement, with the axes reversed (Figure 4).

Time-process information can also be animated through a series of displays, each depicting an instant in program execution. The Radar debugger, developed by LeBlanc and Robbins [22] for a message-passing system, uses animation to display the direction of process communications as well as their sequencing (Figure 5). Processes are represented as boxes with input and output ports; the number of queued messages is shown with each box. Hough and Cuny [23, 24] capitalized on the observation that some parallel programs exhibit recurring or uniform patterns of interprocess communications. Their Belvedere debugger allows the user to specify the spatial arrangement of processes in order to model the communication topology most likely to reflect such logical patterns. Figure 6 shows a sample frame from an interaction animation, arranged to represent a hypercube topology. Highlighted arrows represent SENDs, highlighted ports indicate messages received via GETs, and multiple arrowheads portray message queueing at a port.

The second type of interaction — synchronization — permits one process to influence the activity of another by the exchange of control information in the form of semaphores, events, barriers, rendezvous, and so forth. These mechanisms impose constraints on the global ordering of events and can be used to coordinate
Figure 4. Process-time diagram, Moviola [21]

Figure 5. Animation frame, Radar [22]
access to shared data or to control the sequencing of process activities. Although synchronization plays a critical role in many parallel programs, contributing a new source of errors as well as degrading performance, only one documented visualization system provides direct support for observing synchronization patterns. The tool, developed by Zimmermann et al. [17, 18], is based on a programming language that makes use of monitors and signals to implement synchronization. As shown in Figure 7, processes are represented by circles, while monitors occur as boxes; again, patternning serves to indicate the current state of each process.

Support for Conceptual Models

Just as debugger developers choose to represent program execution in a variety of ways, programming language designers select among alternative approaches in supporting parallelism. Where visualization systems reflect the primary focus in portraying the dynamic behavior of parallel processes — as a sequence of state changes or of process interactions — language support corresponds to the way in which program elements are decomposed for execution in parallel.
Programming languages support parallelism in three major ways: (1) by incorporating parallel constructs as integral parts of the language definition; (2) by adding parallel extensions to an existing serial language; or (3) by providing high-level interfaces to parallel routines stored in runtime libraries. Our treatment ignores the issue of exactly how parallel features are incorporated, focusing instead on the way parallelism is modeled.*

The specific parallel features provided by a programming language reflect the language designer's concept of parallelism and how this might best be integrated into high-level programs. A survey of currently available languages reveals that in most cases, direct support is limited to a single conceptual model, with subsidiary features added to achieve some degree of flexibility [8]. Furthermore, although syntax and naming conventions differ significantly from one language to another, the range of conceptual models supported is quite limited. The models can be divided into two general categories according to the structural focus employed to incorporate parallelism: task-oriented or data-oriented. Analogies will be drawn between the models provided by programming languages and those currently supported in debugger visualization systems. (A third focus, object-oriented, is reflected in some experimental languages; they are considered in a section on alternative models.)

**Task-Oriented Models**

The earliest models for parallelism were task-oriented, reflecting the viewpoint of operating systems designers who saw parallelism as the concurrent execution of functionally distinct elements. In this category, parallelization is achieved by partitioning the tasks to be performed into a collection of serial processes, each possessing a unique thread of control. Interaction among these entities is implemented when necessary by heterogeneous mechanisms for communication and synchronization, but their role is ancillary to that of processing.

The simplest task-oriented model is one of *independent processes* (Figure 8). It implements a restricted form of parallelism by establishing a set of processes that execute independently and then self-terminate. Child processes are spawned implicitly when an appropriate bracketing element is encountered in the program syntax; the closing bracket implicitly defines a synchronizing barrier at which the parent process waits. Only a few languages (e.g., Algol 68, Smalltalk) support this early model, which was superseded by the concept of cooperating processes.

*Cooperating processes* form the basis of the most widely supported model (Figure 9). In this scheme, a pool of autonomous processes execute indefinitely, cooperating to share a set of common resources. Interprocess cooperation typically
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* In the cases described, parallel features are explicit; that is, the programmer must specify when concurrent execution is appropriate. Parallelization is said to be implicit when the compiler is capable of recognizing potentially concurrent portions of a serial program and generating parallel code. Vectorization, which generates parallel code for predefined array operations only, represents a similar approach. These alternatives are not considered, since they remove parallelism from the domain of the programmer.
Figure 8. Independent processes model

Figure 9. Cooperating processes model
requires two-way communication between pairs of processes, implemented directly by message passing or indirectly through the sharing of mailboxes or other storage areas. Processes are defined explicitly and created either statically or dynamically; each instance is given a unique identifier to facilitate interaction. One process cannot be said to strictly dominate another and there is no real mechanism for global control of activities. This model serves as the basis for parallelism in several programming languages, including Occam, Ada, and PL/I.

In an alternate model, processes are arranged to form a pipeline, or sequence of producer-consumer associations (Figure 10). The output of one process serves as input to the next, so interaction is limited to immediately adjacent units. A certain degree of synchronization is achieved by assuring that consumers do not attempt to process non-existent input and that producers do not over-write output which has not been consumed. This is best supported by one-way communication (e.g., ports, channels, signals), but shared flags provide an alternate, indirect form of synchronization. Therefore, the pipeline model can be accommodated even by programming languages with only minimal concurrency mechanisms.

More general demands for data sharing led to the development of the moni-
tor/task model (Figure 11). Here, one process is distinguished as the monitor, or guardian; its role is to arbitrate the contention that occurs when other processes simultaneously attempt to access a shared resource. The monitor ensures mutual exclusion by granting access to just one contender at a time. Unlike task processes, the monitor is a passive entity, activated only when it is invoked by one or more tasks. A number of languages were designed to support this model directly (e.g., Concurrent Pascal, Mesa, Modula and Modula2, Concurrent Euclid).

Debugger Support for Task-Oriented Models

For task-oriented parallelism, the motivating factor in devising a programming strategy is function: the programmer decomposes the problem in terms of sequences of activities that can be carried out as integral units, referred to here as tasks. A single predetermined task is assigned to each process (of course, two or more processes may perform identical activities). Although the order of execution within a process is deterministic, the global execution of multiple processes is nondeterministic. The principal concern in debugging this type of program is to insure that the function assigned to each process, and summarily to the program as a whole, is performed correctly. State-based techniques are therefore the foundation of debugger support for task-oriented models.

If task-oriented parallelism had not progressed beyond the independent pro-
cesses model, available commercial debuggers would provide adequate support, since the ability to examine individual threads of control within the pool of concurrently executing processes would suffice. The other conceptual models, however, allow the activity of one process to influence the others. Processes are seen as functional entities that may be created dynamically, undergo dormant periods, and be terminated independently. The resulting nondeterminism of global program activities can lead to so-called "schedule-dependent" bugs [25], which occur only when particular global execution paths are taken. To be effective, debugger support must be extended to provide the capacity for examining overall flow of execution control (as in the experimental Schedule system).

Extension of the independent processes model to include cooperation among processes necessitates further additions to debugger support. This has been reflected in the development of interaction-based systems. In languages where cooperation is through message-passing, the ability to observe communication patterns is desirable, while for interaction via shared storage the patterns of synchronization controlling the order of access are more important. Such requirements do not replace the more general need to analyze changes within individual processes — they add to it. Unfortunately, with the exception of the Zimmermann et al. system, no documented debuggers provide both state-based and interaction-based features.

The pipeline and monitor/task models represent particular approaches to cooperation among processes and, as such, could benefit from more specialized debugger features. The use of Belvedere-like techniques for arranging processes in a display to reflect the pipeline topology, for example, would significantly enhance the presentation of communication patterns for the pipeline model. In this sense, the visualization system proposed by Zimmermann et al. is a prime example of the advantages to be gained by tailoring a debugger to a particular conceptual model. The capability it provides for inspecting the synchronization of accesses to monitor resources is extremely useful; this specialization, however, is achieved at the cost of limited applicability.

Data-Oriented Models

Data-oriented models provide a contrasting approach, in which parallelism occurs as the simultaneous performance of an operation on multiple data elements. Whenever the size of the data warrants parallelization, activities are replicated for application across data subsets. In effect, program execution is viewed as a single thread of control which temporarily diverges into parallel action sequences that later converge. The methods used to distribute data and synchronize convergence become crucial factors.

The simplest and most widely used data-oriented model is the concurrent loop (Figure 12). Like the classical indexed loop structure of serial computing, the concurrent loop consists of a sequential body enclosed by bracketing elements. The sequence of operations specified within the loop body is carried out on a series of logical processors corresponding in number to the loop iterations. Many
Figure 12. Concurrent loop model

Figure 13. Master/slave model
serial programming languages which have been extended for vector or parallel architectures, including Parallel Pascal and most parallel Fortrans, support the concurrent loop model. Some versions allow the occurrence of data dependencies within the loop body, automatically compensating by scheduling delays in the activation of certain processors (this technique is often called "pipelining," in reference to the model already described).

The master/slave model is a more generalized version of the concurrent loop (Figure 13). This model is anthropomorphic: one logical processor, identified as the "master," is clearly superior to the others, his "slaves." In effect the master owns all logical processors and decides when and how to use each. When parallelization is appropriate, the master activates the desired number of slaves, then waits for them to complete their work before continuing. Typically, the master is responsible for balancing the load among available processors as well as managing all communications. A variant of the master/slave model uses a queue manager to keep track of activities to be performed. As each logical processor finishes a task, it reports the results to the master and requests a new task; since tasks are distributed round-robin style as processors become available, load balancing is implicit. Barriers are often used to ensure that all slaves have completed before the master resumes activity. Several parallel Fortrans (e.g., BBN Butterfly, Encore Multimax, the Parallel Computing Forum's proposed standard) include syntactic structures or multitasking library routines appropriate to this model.

While the master/slave and concurrent loop models reflect the data-oriented parallelism inherent in vectors and matrices, the so-called domain decomposition model corresponds to other topological distributions of data such as multidimensional arrays or trees (Figure 14). A divide-and-conquer approach is taken, with each processor again executing the same operations on its own data. In this case, however, the data cannot be assumed to occupy consecutive locations in storage and must therefore be distributed across the network of processors prior to begin-
ning the operations. A similar step is needed at the end of processing to accumulate the results; alternatively, all processors are halted as soon as any solution is found. One process, often distinguished as the "host" (corresponding to the concept of the root of a tree), is responsible for dividing the data, propagating it to the appropriate logical processors, receiving the reduced solution, and coordinating communication. Data distribution is typically achieved via explicit broadcast and reduction constructs. The clearest support for domain decomposition is found in parallel versions of functional and logic languages such as Parlog, Concurrent Prolog, *Lisp, and MultiLisp, but some procedural languages provide related features (e.g., Parallel Pascal, iPSC parallel C library).

Debugger Support for Data-Oriented Models

With data-oriented models, developing a programming strategy is by domain rather than functional decomposition: data, not tasks, are partitioned and distributed across logical processors. The parallel threads are ephemeral, varying in number according to the requirements of data subsets. The mechanisms for data distribution and access become more important than the definition of activities per se. Interaction-based debuggers thus form the basis for current debugging support of data-oriented models.

Because some data-oriented models are analogous to task-oriented versions, certain state-based techniques can provide a minimal amount of supplemental aid. The state-based systems which simply extend serial debugging by allowing multiple windows for observing state changes are of little help, since they are effective only for noting changes in data value and do not provide clues as to which process effected the change. State-based debuggers which illustrate global flow of execution are also of limited use, due to the altered role of nondeterminism in data-oriented models. Here, nondeterminism occurs when blocks of data are processed at the local level, while major program operations proceed deterministically.

The situation is different for interaction-based debugging systems. Most of these were developed for distributed memory machines, where data must be explicitly parcelled out among processors. Interaction-based debuggers therefore provide at least a crude approximation of interprocess communication patterns, which in many applications are indicative of whether or not the program is proceeding correctly. Of course, the simple fact that communication patterns are as expected does not insure program correctness; it is critical that the proper values be transmitted at each point. For this reason, most interaction-based systems also allow the user to examine message content.

Providing representations of communication patterns for programs on shared memory machines poses a distinct set of problems. Each WRITE operation to shared memory constitutes a potential communication to all other processes. Since the overhead for interprocess communication is significantly less for shared versus distributed memory machines, this type of interaction is likely to occur with some frequency, with the result that time-process displays quickly become unintelligible.
Data distribution on shared memory machines can also be implemented via process interactions that employ synchronization to constrain access to shared data structures. The observation of this type of synchronization would be of considerable value during debugging. It is therefore unfortunate that only one of the documented systems (that of Zimmermann et al.) supports the direct viewing of synchronization information.

Alternative Models

No discussion of support for conceptual models would be complete without consideration of recent developments in object-oriented techniques for parallel programmers. The languages and debugging tools which support this approach are still experimental, having evolved from the object-oriented design methodologies of software engineering. Object-oriented paradigms blur the distinction between data and manipulation. Program entities, or objects, correspond to the components of a modularly decomposed system. Unlike the results of functional or domain decomposition, entities do not uniformly represent subsets of activities or data. What is important is the establishing of an orderly system of interaction among independent, self-contained entities; the question of whether an object contains data, operations, or both is immaterial. In effect, the program becomes a system of black boxes, each emitting and receiving messages. A number of parallel programming languages supporting this approach have been proposed, including ABCL, Concurrent Smalltalk, Act3, and the Linda languages.

A related approach has been adopted in some recent tools for algorithm animation. The Voyeur system, developed by Socha et al. [26], provides several alternatives for viewing parallel program behavior in abstracted form. In Figure 15, for example, a load-balancing algorithm is animated as a display of fishes and sharks across a grid. The Aladdin system [27] offers similar capabilities, but the parallel version is not yet complete. Abstraction techniques such as these can significantly improve the effectiveness of visualization systems, since the user no longer needs to integrate isolated components of program behavior in order to infer the overall effect.

There are two major drawbacks associated with object-oriented models. First, their use requires a radical departure from traditional methods of incremental program development. Object-oriented design methods were developed in response to the need for building large software systems in an orderly and reliable fashion. It is uncertain whether they will be able to achieve general acceptability. Second, it is not yet clear how or if debugging tools might extract sufficiently abstract information from program code to provide meaningful displays. Even the simplest documented examples required extensive input from the user prior to execution.

Conclusions

It is clearly possible to implement a variety of conceptual models using any parallel programming language. A clever programmer can build a monitor system
in parallel Fortran or a concurrent loop model in Ada, even though the languages provide no direct facilities for their implementation. Program development becomes significantly easier and more reliable, however, when the language does support the desired model. A close correlation between concept and code allows the programmer to take full advantage of the compiler’s error-checking capabilities. At the same time, comprehension improves since program structure more clearly reflects problem logic.

There is an analogous relationship between the models supported by a debugger and the language in which the program is written. Again, it is possible to employ an unrelated visualization system successfully to analyze and modify program behavior. Nevertheless, this approach is tedious and unreliable, since it needlessly shifts responsibilities from the tool to the user. A programmer who develops a data-oriented application, for example, is concerned with the logical consequences of matrix manipulations or tree traversals. By restricting program observation to the sequence of write operations to shared memory, the debugger forces him/her to assimilate a great deal of extraneous data in order to extrapolate those aspects of behavior which reveal the underlying concepts.
Debugging activities would clearly be facilitated if the representational framework could be correlated more closely to programmer logic. The so-called "event-based" monitors take this approach, allowing the user to construct a higher-level view of system behavior by filtering program actions or clustering them into abstract events [2, 21, 28, 29, 30, 31]. Unfortunately, the data is generated in the form of a textual trace rather than a graphical display, so the user must still perform a series of conceptual transformations to extract the relevant information.

Another problem facing the user is that display decisions are rarely automated. Current parallel debugger technology relies on user-supplied information to determine the number, type, and placement of visual elements on the screen. The production of lucid graphical representations requires a great deal of effort and typically involves the use of specialized command languages. In most cases, the usefulness of the program visualization is highly dependent on how well the user understands the relationship between debugger features and program structure. Furthermore, the need to encode this sort of "debugger interface" is yet another program transformation, introducing new potential for error [19]. Debugger acceptability could be improved, particularly among novices, by the provision of such features as default debugging modes, interactive support of display reconfiguration, and libraries of examples demonstrating the effective instrumentation of common language-supported models.

Finally, experience supports the notion that program development benefits most when different conceptual models are applied to different types of problems [32, 33]. The results of human factors research also encourage the notion that a close link be maintained between the conceptual models used in developing a program and the way program features are presented for examination during debugging [34]. Therefore the issues of flexibility and adaptability must be raised with respect to the visualization systems currently employed by debugging tools. By limiting the execution viewpoint to state-based or interaction-based approaches, a debugger restricts its direct applicability to programs developed using specific decompositional methods and certain types of languages. Yet few researchers have acknowledged the importance of supporting alternative mechanisms for visualization, and fewer still have taken steps to accommodate such variations in their designs. If parallel debuggers are to achieve widespread acceptability, efforts must be directed to the development of more flexible visualization systems.
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